Pena, vagueness, February 26, 1999 BIG

If ‘5 is big’ means ‘5 is in this range and not in that range’ does it follow that
‘5 mnus .001" is in this range and not in that range? Not necessarily.

W t hout a meter bar present, some things are clearly less than a neter, sonme
things are clearly more than a neter, and some things are not clearly either. That
does not mean that what a ‘meter’ is is vague in a logically pejorative sense.

Just because certain kinds of reasoning cannot use p, it does not follow that p is
not true. So the argunment based on the sorites is off the point. That argument at
most shows that certain kinds of reasoning with certain sentences does not work.
But the anti-bivalence guy is trying to show something different: that such
vagueness prevents p from being true.

THIS IS IT!

Is it true that if X is on this part of a continuum X + 1 is also? No, that
statement is not universally true. Or is it true that whenever X is in such a such
a range of values, X + 1 is also. Not universally. But when we say “That is big,”

“That is a heap,” “He is chubby,” etc., what we nean is “That is in a range, or an
a part of a continuum which, given your interests, goals, ends, etc. you would
unhesitatingly call “big” or “a heap” or “chubby.” But if you add or subtract

anything froma value you have objectified in any of the preceding ways it does
not follow that the result of adding or subtracting can |ikewi se be objectified in
those ways. (Also, cloud, chair, person)

But there is a way of assigning “rich” a meaning such that it is true that if you

subtract a penny, the person is still rich. Assume that “rich” means sonething
like “a quantity of noney so much greater than quantity Y that, rounded to the
nearest whole dollar amount, it is more than 3 times Y. (No this doesn’'t work

either.) Try “a quantity of money at |least two times greater than quantity Y . . .
But even if these ways worked, the objection would be that they work only by
addi ng some sort of specificity to qualify the vagueness. But all that objection
can show is that the way quantity is objectified by “rich,” “big” etc. is such
that it is not suitable to use operations |like adding and subracting with it. So
these terns provide no argunment agai nst bivalence. Some things are clearly rich
some are clearly not rich, and some things may be neither rich nor not rich
Elmtrees are neither odd nor even. Oxygen atoms are neither male nor female,
het erosexual or homosexual, idealists or realists.

August 9, 1999

Clarity. Is the concept unclear, or is our perception of individuals not clear
enough to apply it, or both? A person with Iess than 20-20 vision would have
difficulty applying some concepts. Either way, no problem

The real question is whether a concept is clear enough for the purpose at hand.
That purpose can be such that treating the concept as if we can add 1 to it (+ 1)
is completely inappropriate and so irrelevant.

If the purpose at hand makes the concept of a kind that it is appropriate to add
1, then the meaning of the concept is that of a quantitative range, and the
prem se that the result of adding 1 is in the same range need not be true

And even if the concept is vague, there can be clear cases that are not disproved
by the existence of unclear cases any nmore than the existence of the great
unwashed di sproves the existence of the great washed. Here a “clear” case of F
means a case that it is unreasonable to consider non-F







Dunmett, Sorites, truth, bivalence, Pena, January 21, 1998

Every quantity is both great and small from different points of view. If we add
or subtract something fromthe first quantity, the result is still both great and
small fromdifferent points of view, though the result is not great and small in
the same way that the first quantity was. It is still something great or small
fromdifferent points of view, but that which is great and small from these points
of viewis not as great or as small as it was before. I's not great or small in
the same sense; for it is also greater or smaller than it was before in an

absol ute sense. That absolute sense is not what we mean by “great” or “small” in

the relative sense

Great and small, rich and poor. These are relative concepts. They locate their
referents at different places on the same continuum without objectifying what
those places exactly are; they objectify those places only as “significant from

the point of view of some goal.” When we tal k about growi ng an inch or gaining a
penny and make the true statement that neither of these changes the small to the
great or the poor to the rich, we are making a true statenment. But we are

relating (conparing) a discrete quantity to a continuous quantity.

The definitions of poor and small are such that we can say that adding
certain discrete quantities would change the referent fromthe poor part of the
continuumto the rich, as defined by the significance of the result to the goa
defining “poor” and “rich”; adding certain discrete quantities would not; and
addi ng other discrete quantities would be anbi guous.

Ri ch and poor | ocate things on a continuous “scale”, a scale potentially
di vided into discrete sections but not actually so divided, as far as the nmeanings
of these terns is concerned. Ri ch and poor are universal concepts but of a
certain kind. They refer to the relation of two things on a scale that nust, for
the sake of these concepts, i.e., by the nature that these objective concepts
happen to have, be potentially, not actually, discretely divided. There are other
ki nds of concepts which take the continuum as actually divided.

One concept nmeans, A is closer to one end of the scale than B is; the other
means A is farther fromthat end of the scale than B is. And both concepts add:
and the closeness or distance is significant fromthe point of view of some goal.
But in the case of these concepts, that significance cannot be defined by actually
di viding the continuum l.e., the significance cannot be defined by saying up to
this point “poor”, this point and beyond “rich”

Because we are tal king about a scale of continuous rather than discrete
quantity, any point on the scale will always be greater than some things and
smal | er than others, no matter how close to either end we take the point. So
concepts like “greater” and “smaller” do not work in such a way that for any
di screte quantity added or subtracted, we can say that the result is significant

for the point of view that defines “big” or “small.” For there will always be
quantities between that which is now small and that which is now big such that it
is undefined whet her those in-between quantities are themselves big or small in

this sense.

Is someone is poor, is she still poor if we add a “small” amount to her wealth?
If we say this instead of saying, “If we add a penny,” the answer is not automati -
cally yes, as it is in the case of the penny. The answer should be “How small is
the amount?” “Penny” objectifies a quantity and so does “small amount”. These

terms objectify the same quantity in different ways. What is the difference
bet ween these ways?

The word-function of “Penny” is “being equal to one already objectified
di screte quantity”. The word-function of “small” is “belonging to a continuum of
nondi screte quantities which are less than a quantity on another part of the
continuum and sufficiently less to be inmportant fromthe point of view of sone
practical, ethical or aesthetic, goal

Bot h of these terms, contrary to Wttgenstein, objectify an extra-objective
quantity by means of a conparison, by means of relating it to another extra-
obj ective quantity. Penny relates a quantity to a discrete quantity as having the



relation of equality with that quantity.

“Smal | ” objectifies a quantity by relating it to several other things and in
a more conplex way. Objectifies the amount of money, an absolute, extra-objective
amount, that Mary has to (1) the continuous range of potential, not yet actual
di screte quantities; (2)to two different areas of that range that, though differ-
ent from each other, are not actually divided from each other in the sense of
havi ng defi ned boundaries, one part necessarily containing potential discrete
quantities that are unequal, greater or lesser, than the other; and (3) to some
practical value fromthe point of view of which each of these parts are either
better or worse.

If we | eave out the third way in which “small” or “poor” objectifies Mary’'s
noney, we are left with “small” or “big” in a mathematical sense. This is
important; for here the same absolute amount can be small or big fromdifferent
points of view. “Small” objectifies the anount in relation to all the other
amounts in one part of the continuunm “big” objectifies the amount in relation to
all the other anmounts in the remaining part. This is probably the Ievel at which
the analysis should start, i.e., at smaller than and bigger than, rather than

smal | and big.

Gray is dark relative to white and light relative to black; the m ddle note
is higher relative to the deeper note and |lower relative to the higher note.

The intermediate state is a contrary to either extreme; for in a sense it is
each of the extrenmes. The intermediate is a contrary relative to both extrenmes
(larger than one, ie., large conmpared to one, and smaller than the other, i.e.,
smal |l conmpared to the other), and each extreme is a contrary relative to the
intermedi ate state or stage. (A privation can be a contrary; the penniless is
poor.)

So it is not just vagueness that is the cause. It is the m xture of
vagueness and precision —in the same respect —that is one of the causes. A
m xture of not just different objectifications, all judgments m x different
objectifications, but of objectifications whose means so differ that we can m x
themin certain ways but not in others.

Ais smaller, B |larger. If | add a penny to Ais it still smaller? Not
necessarily. So to be small is to be smaller than B and to be smaller than B by a
continuous range of potential quantities, which range is inportant relative to
some practical standard, some end other than pure truth.

November 18, 1998 BIG

“If Joe's nmoney is clearly (confortably, in the mddle of, closer to the m ddl e of
than the standard deviation, etc.) in the range of poorness, adding $.01 to it
does not put it out of the range of poorness.” That statement may be true. But
if it is true, it does not follow that this statement is true “If Joe's noney is
anywhere in the range of poorness, adding $.01 to it does not put it out of the
range of poorness.” The latter statenment is false because adding a penny may put
Joe’ s nmoney out of that range

Or, if adding a penny does not put Joe’'s noney out of that range, the reason
may be that the word-function of “poor” is such that it does not have sharp
limts, and so a penny need be neither in nor out of the range the way a triangle
need be neither Catholic or non-Catholic. O all triangles are non-Catholic, but
not because any of them are Protestant or Jewi sh

The point of the exanple two paragraphs back is that for any concept the
exi stence of unclear cases does not disprove the existence of clear cases. So
there can be cases that are clear and unclear relative to being poor and relative

to being a chair. But poorness and chairness differ in an inportant respect
regarding their ways of being clear and unclear. “Poor” expresses a location in a
range of locations, a range that may or may not have sharp edges. As such
poorness is a logical construct, a kind of set. “Poor” expresses nmenbership in a

set of locations, a set defined (objectified) not by mathematically defined
concepts but by relation to some goal assumed to be shared by the speakers. Any
set is a logical construct, but you can construct a set with precise menmbership
conditions, if you wish.



In the case of “poor” and “big” the set does not have precise nenbership
condi tions. For one thing, the wf of “poor” is doubly a construct: (1) any set is
a construct; (2) this construct is defined by a relation to human purposes. And
because of (2) we can add that the construct is defined by a criterion extrinsic
to the features of the range, or its members, thenselves; it is defined by an
extrinsic denom nation. Still, all of these may not add up to explaining why and
how t he set | acks sharp edges.

The nature of the goal defining the set nmust be such that the goal is not
able to provide sharp edges. But that does not nean there are no truths about
what is; on the contrary, the preceding statenment is itself a truth about what it,
a truth about the nature of the goal and the kind of standards it can provide.

For there can be goals that provide sharp edges, but they are not the kind of
goals that are operative in all situations.

If I tell a gold-digger that the blind date | am fixing her up with is
“rich,” what | mean is that he has enough nmoney to “Inmpress” her. The facts that
what will or will not inmpress her is not very precise and that she herself would
hesitate over many cases are both truths and so offer no evidence against truth
and our ability to know it.

Of course, if we had conplete scientific know edge, we could predict and
state exactly what her reactions would be: clearly inmpressed, clearly uninpressed,
various states in between. Each of these states is what it is and is not what it
is not. But we can objectify each of these states in different ways and for
di fferent purposes.

When we objectify such a state by the wf of “poor,” the truth-value of the
statement does not make it suitable for all purposes. For exanple, it is true that
we can always add .01 to the money of a poor man, because “poor” objectifies a
quantity of noney. But it is not necessarily true that if Joe is poor adding .01
to his money makes him still poor. For it is not suitable to m x these ways of
objectifying quantities for the purpose of knowi ng whether the first way is still
true. Li kewi se, it is not suitable to ask what color a |l aw has.

Consider: “If something is small, then continuously adding small amounts to
it results in something small.” Not only is that false, it is contradictory. It
contains the inplicit contradiction that no quantity can be big, but some quantity
can be small, though “big” and “small” are conparative terns that require one
anot her .

The bottomline is that the untruth is in the statement: “If X is in the
range that fulfills our purpose for predicate P, then changing its place by an
amount that fulfills our purposes for a predicate like “tiny” (or “insignifi-

cant?”) always leaves X in the same range.” That statement is not true

There are no fuzzy realities, only fuzzy concepts. But wfs can be fuzzy in
di fferent ways, as the exanple of “chair” and “poor” show. The range that is
objectified by “poor” is not a fuzzy entity, because it is not an entity. It as a
bei ng of reason, a set of quantities, discrete or potentially discrete
Li kewi se, there is a difference between “vagueness” as said of the relation
bet ween two general wfs, |like color and red, and between a wf and an individua
objectified by the wf.

PNC, January 22, 1997

Does contradiction make everything true? Wy not say it nmakes everything false,
by reversing the places of p and -p in the disjunctive syllogism? (No that
doesn’'t do it.)

PNC, January 14, 1997

But how could we formulate a PNC that would tell us that we nust be aware that a
proposition is not sinmultaneously assigned not-M when we assign it M? Wbuldn’'t
we need a super metal anguage, a nmetal anguage beyond which there is no greater?
No. The | anguage/ meta-| anguage distinction functions in explaining how we are
aware of validity in formal systems. So that distinction is NOT of use in

expl aining | ogical awareness. W need some | anguage, of course, but that is all
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Pena, Aug. 31, 94

Good exanple to use against his postion: Gewirth, Reason and Morality, p. 197
The dictator uses contradiction for his own purposes. But he does not countenance
contradiction at the level of his own purposes

Truth - Pena
3-27-89

Obj ections to Bi-valence. Sure "big" is vague and inprecise in each usage that we
give it. But that does not prevent it from expressing a vague and i nprecise
truth in each usage. In fact that vagueness and inprecision nmay be just what
saves bi-valence. Of course, "big" is used for different purposes in different
contexts. "He has a really big house." "A really big show" "A really big
salary." We are using big differently in each case. But in each case it
objectifies a state of affairs, and we use it to objectify a state of affairs. In
each case it objectifies a comparative state of affairs, a conmparison between the
absolute "size" of, say, a salary, and other vaguely mentioned or indirectly
mentioned salaries. W are objectifying the fact that the size of the "big"
salary is larger than that of nost others and |arger by a degree that, in the
context in which we are speaking, is significant for the purposes for which we are
speaking, significant as measured by some assumed goals shared by those convers-
ing.

Sure, "big" acquires its ability to objectify fromthe context. So do all words.
That does not inmply that sentences do not possess truth as units. To say that big
acquires its meaning fromthe context, is to say that it does possess a nmeaning in
this context. Hence sentences using it are true as units. |If it were not true
that "big" possessed a meaning in this context, it would not be true that it
acquires its meaning fromthe context. It cannot be true that it has acquired a

meani ng unless it has a nmeaning.

Thing and Object - Pena - Paral ogues
3-27-89
Pena objects to the use of terns like "as" "insofar as" and other reduplicative

terns. But the analysis of parageneric abstraction in Chapter 12 of Causa
Real i sm shows that reduplicative expressions are unavoidable in philosophy.

I use reduplication to describe logical relations in Chapters 3 and 4. Pena would
object, of course. Can | give a cash value to this usage. Logical relations
pertain to objects as objects. What does "as" mean here? What resources do

have to explain it? Causal relations. Logical relations are relations *resulting
fronm* making things objects. They are also (2) relations pertaining to objects
and (3) relations perceived to pertain to objects, i.e., relations that exist in
apprehensi on as thensel ves objects and exist in apprehension as modi fying ot her

obj ects. Further they modify other objects as a result of the other objects being
obj ects. For they are perceived to be ways of being objects, one way of being an
obj ect as opposed to another way, or they are perceived to be ways of making
things objects (e.g., the identity relation). The causal relations involved are
both efficient (resulting fromthings being objects) and final (characterizing
objects for the sake of making them objects).

Formal Systems - philosophical limts of
3-27-89

The formal approach to philosophical problenms has no successes. Not one
Henpel's di sproof of the verification principle? First, | do not accept it as
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proof. Second, If it is is proof, it is a proof that another attenpt to apply
formal methods in philosophy is unsuccessful

Rorty admts in The Linguistic Turn that there have been no sucessess. His |ater
work can be interpreted as the claimthat we shouldn't | ook for any successes,
i.e., there reason there have been no successes is that there shouldn't be any,
and we shouldn't | ook for them

The point in his earlier work was that all the linguistic turn had done was to
put all previous philosophy on the defensive. But the burden of proof had al ways
been there, so what's new? Perhaps what's new is that "putting on the defensive"
means all philosophy nmust henceforth be done this way even though this way has not
yet achieved anything, ie., the belief that if there is anything to be achieved,

it will be by these nethods. But when and how has that belief been denmonstrated.
It's not a denonstation, its a program its an act of faith in a program an
expression of a preference for a program that's all

Rorty's later work, "The M rror of Nature," says, in effect, if there were
anything to be achieved, it would be this way, but this very method shows there is
nothing to be achieved.

It's time once again for philosophy to bury its skeptical undertakers.

Pena - BIG

3-8-91

Somewhere | say that part of the bi-valence problemis explained by the inperfec-
tion of human know edge. Tie this in with what Maritain says about the different

st ages undergone by the human intellect, ie. the "magical sign" stage. He talks
about this in "Sign and Symbol" and maybe his other sign article; see also "On the
Phi | osophy of History." The point is that the principle of non-contradiction is

al ways true; the nature of the human m nd does not change. But the human m nd
operates under different conditions. Maybe

in the "magical" stage the P of NC just isn't relevant (directly) because truth
or falsity is not at stake. Maybe some of the magical stage is still left over
in our use of language. And maybe other uses of |anguage don't involve truth or
falsity in the strict sense because they don't achieve the kind of conceptualiza-
tion, even vague and inprecise conceptualization, necessary for truth.

And there are poetic uses of | anguage expressing connatural awareness that
has not achieved the | evel of conceptualization. To achieve conceptualization,
we woul d have to have a concept of the affective state that gives us the connatu-
ral awareness in the first place. Form ng such a concept inplies that we are
explicitly, not inplicitly, reflecting on our previous awareness, because that
previ ous awareness took place, not through a concept, but through an affective,
conative, state. We were inplicitly non-reflectively
aware of ourselves in that previous state, but ipso facto, we were not aware of
oursel ves by means of a concept of ourselves. For connatural know edge to take
pl ace by means of a concept (Mlnerny), we would have to have a concept of
oursel ves, and such a concept comes about only through explicit reflection

Logic, formal systems, Pena, Putnam July 25, 1993, BIG

I say Pena's constructs must conformthe the principle of noncontradiction and

that Putnamreally inplies that science will and will not reject the principle.
The opponent says all I'mdoing is putting the P of NC in the netal anguage, but
not in the | anguage itself. This is the sacrilzation, not of logic, but of a too

of logic, i.e., languages set up in nmetal anguages. Formal nmethod is a tool but
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only a tool of logic. The validity and constraint inmposed by the P of NC has
nothing to do with whether a formula corresponding to it appears in a particular
linguistic construct. An indication of this is Putnam s proof that Tarski's
account of truth does not apply to "natural" |anguages.

PNC, Necessary truth, meaning, 9/20/94

In Metaphysics 1V, 4, Aristotle appears to be arguing that asserting that X is
both F and not F anmounts to saying that "F" both signifies what it does and does
not signify what it does, so that admtting contradiction anounts to elim nating
any kind of significant speech at all. "X is both F and not F' amounts to saying
that what is signified by "f" is true of X and is not true of "f". E.g., that X
is a female and is not a female. But if "f" signifies that something is female,
and a thing is not female, what "f" signifies is not true of the thing. So what
is the difference between saying that X is f and not f and saying that "f"
signifies and does not signify female, i.e., that what "f" signifies is that
something is female and that something is not femal e?

Al so, if the PNC does not apply to X, then in addition to its being true
that X is and is not F, it is also true that X is not (F and not F).

PNC, logic, Putnam 7/ 3/94

Introduce the discussion by noting the some say the only thing left that is unique
about the PNC is that everything follows fromits denial. Then show that the
argument to that effect does not work. Does it follow that there is nothing left
that is unique about the PNC?

The opposite follows. The fact that disjuntive syllogismand other |aws that use
negation do not work if the PNC does not hold shows how fundamental the PNC is.
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P of NC, Logic, Formal Systens, Entailnment Truth, Tarski, Prior, Putnam 6/ 2/94
BI G BI G

Title: Il Logic

The | ogical PNC says that a sentence and its denial cannot both be true. Not hi ng
in that statement refers to the "language" the sentence is in. \When we say "Snow
is white" is true if and only if snowis white, it is essential that the sane
notion of truth is understood by us to apply both to the sentence "Snow is white"
and to the whole sentence. Call "Snow is white" sentence A and the | onger
sentence sentence B. (This last sentence, referring to both A and B is alleged to
be in the meta-netal anguage. But in this |last sentence we can use the word
"truth" of both A and B. And that word does not change its meani ng when we apply
it to A or B alone, nor does the word "sentence.") W can say "Ais true if and

only if snowis white." Or "Sentence A is true, if and only if snowis white." On
the assertive-redundancy theory of truth, the nmeaning of truth nust be the sane,
because asserting B is the same as saying "B is true." But B contains the word

"truth," and B is not guilty of equivocation.

But even on the thing-object (or quod-object) theory of truth, the neani ngs of
"truth" and "sentence" have to be the same. The person asserting B inmplicitly
knows that B is a sentence, is inmplicitly aware that B is a sentence deserving to
be judged either true or false, just as A is.

Read all of what Putnam has to say on disquotation, both the chapter in R and R
and that article you saw in the Philosopher's | ndex.

But what is a "sentence?" It is anything capable of being true or capabl e of
being false. The PNC says that such a thing cannot be both true and false. The
use of the | anguage/ metal anguage distinction allegedly gives us a "clear" meaning

of "sentence" for the | anguage (not for the nmetal anguage). But the problemis
nore than the fact that this "clarity" is bought at the price of irrelevancy to
the ordinary notion of "sentence." The opponent is inmplying that we do away with

the ordinary notion in favor of the "clear" one. But notice the difference

bet ween this replacement and Church's thesis. CT, if true, does not apply only to
mat hemati cal theorems as opposed to sonething called "netatheorems.” CT is meant
to cover all decision procedures. But Tarski an replacements explicitly exclude
sentences in the metal anguage

But the nmetal anguage is what philosophy is concerned about, in the sense of
wanting to know what goals we achieve in our various modes of awareness. To
substitute an artificial and deliberately restricted notion of sentence and truth
is precisely to give up answering our philosophical questions. W want assertions
like CT, that cover all cases of our ordinary notions, even if, as is contrary to
fact, they cannot be proven. (That JofP guy seems to be saying CT, etc., can be
proven.)

The | anguage/ met al anguage restriction is one inportant difference between the ways
formal methods relate to logic and mathematics relates to science. Just as
science constructs mat hemati cal nodels, |logic uses formal methods to construct
nodel s of | anguages. But logic's nmodels are restricted in an essential way in

whi ch science's models are not restricted. Science can construct nodels covering
the whole of its subject matter, e.g., the universe. Logic's nodel |anguages are
al ways restricted to being subordinate to their metal anguates. E.e., the nmeaning
of "truth" and "sentence" are defined only for fragments. Math uses ordinary

| anguage as a starting point for constructing its "formal" definitions. That
starting point in ordinary |anguage does not seemto hinder it fromcomng up with
preci se definitions. And ordinary |anguage does not relate to its definitions as
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a metal anguage to a | anguage

Mat h nodels in physics cover the entire universe, but do not say everything or
every kind of thing that can be said about the universe. So if we define truth
and meani ng extensionally, mathematical physical models are in no way restricted.
But formal systems as models of logical relations are restricted. They do not
apply to all sentences, only to the sentences of the "language," not to the
sentences of the metal anguage or to sentences like this one, since this one nmust
be neither in the | anguage, nor the metal anguage, because it refers to the

met al anguage. Now, the preceding sentence is precisely the kind of sentence that
the formal | anguage guy needs, if he wants to make i s woul d-be Tarski an points.
But that sentence makes no sense whatsoever, unless "sentence," "applies to,"
"true of," etc. have the same meaning throughout and at every level, including the
self-referential |evel; otherwi se, we would have to say, not that the sentence is
in the meta-neta-nmetal anguage, but in an infinite series of meta-metal anguages.
Since the Tarskian wannabe has to use sentences |like that, it does no good for him
to claimthat "sentence," "truth," etc. are too vaguely defined to be useful at
that level, and so that he wants to replace themwith better defined terms, using
the meta-language/l anguage structure. That does not let himoff the hook. He
still has to tell us what and why he is doing, using sentences in which "sentence"
etc. are not restricted in meaning to this level or the next |evel down. The
alternative to using that kind of sentence, is to make a blind act of will, the
way the logical positivists chose a to restrict the use of "meaning". But even
they needed to assuage their m nds by making the claimthat their blind act of
wi |l was done on the basis of a rational justification.

How does Prior know that the PNC is supposed to "entail" all things? Because he
knows the meaning of "entail," i.e., because he is aware of what the relation of
entail ment is.

Logic, Formal Systems, Entailment, Math, 8/ 1/94

Article on entail ment: Does the expl anation of how we know t he exampl e of
entail ment, which will be a formal exanple, explain |ogical knowl edge? No, formal

met hods are only a tool, albeit an indi spensable one, in |logic. What makes
knowl edge logical is a reference to human cognition or its results. Strictly
"logical" relations are relations whose nature, whose form is to be a reference
to the known in its formality of being the known, in its character of being the
known. l.e., relations whose nature it is to be relations to know edge or the
results of know edge as such, where "as such" means the nature of the relation to
X is that the relation termnates in X only because the relation's nature bears on
the known and X is known. Thus a relation like greater than bears on quantity, a
relation |like shorter than bears on extension, a relation |ike sooner than bears
on time, etc.

Formal nmethods are also a tool, but only a tool, in math. No what do logic
and math have in common that makes this tool useful in both? What kind of subject
matter do you need for formal methods to be a useful tool?
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Formal systems, logic, Putnam P of NC, Trinity, Septenber 15, 1993

It is not whether the p of NCis in the |anguage or in the metal anguage. It is
not whether a | anguage contains the corresponding formula. It is whether what the
formul a expresses, what the P of NC expresses, is obeyed by the sentences, any
sentence, in any | anguage

The same with a formula for transitivity of identity and the Trinity.

Logic, Formal systems, 6-13-93, BIG at end

Rul es of games cannot violate logic, but need not be rules of logic. W could
construct formal systenms we different rules than we do. E. g.
for wifs in | ower case you can substitute such and such; for variables that are
consonants, you can substitute up to 4 such-and-suches. But we select the rules
of our formal systens because we see that they map to the self-evidently necessary
truths of logic. And we see that self-evidently. So formal systems do not
elimnate the need for self-evidence.

And if they did elmnate that need, they would do so only in logic, not in
ot her domai ns.

I's modus ponens true because of the truth-table for ->? No, we set up the
truth-table for -> to make nodus ponens true. But on any conplete set of bi-

valued truth tables, one of the tables will make
modus ponens true. Yes, but the |l ast sentence is a self-evident truth, or
derivable from self-evident truths, about truth tables. It is because we no such

sel f-evident truths about truth tables, that we know we can use themin logic
And there are other such, e.g., that there are 16 possible conbinations, etc.

Trinity, formal systems, quantification, existence, 4-20-93

Coul d a notation whose marks had the same nmeaning as "God is good and God is
goodness"” really be a formal system? No, the formulas of a formal system are not
designed to nean this, not meant to mean this. Rather, given sentences that mean
things such as what "God is good ." means, formal syntax is supposed to
represent X about such sentences. So what is X? |Is it self-evidently clear what
X is?

Why am | a priori skeptical about the construction of a formal system that
woul d, say, allow saving noncontradiction, while permtting violation of transi-
tivity of identity for relations that can be genuine formal relations and still be
predicated directly of the essence to which they belong? |Is it just that | see no
successes attenpting to solve philosophical problems by the methods of formal
systems? |Is it just a reaction against the inperialismof method that is prac-
ticed in the name of such systems? Or is it an intuition of the essentia
i nappropri ateness and even inconmpatibility between the nature of the problemto be
sol ved and what is acconplished in such systenms?

"First order, "second order," "enmpirical," "logical," etc. are not the only
alternatives for explaining the usefulness and power of quantification and the
function/argument syntax. Ontological analysis and the fact that being is first
known and known by judgment is another possibility, and this posibility is a
necessity. (Existence is logically included in know edge by judgment, not
concept.) As Putnam said, Frege is not to blame for making "exists" |ogical
subsequent interpreters did that.

If a formal L cannot describe its own relation to its objects, that is a
limtation of formal Ls. When someone says a | anguage cannot state its own
relation to its objects, | reply that English does it all the tine. If the
opponent answers with tal k about the "metal anguage,” | respond by aski ng whet her
he means m ddl e English, old English, or Latin. MWhy can't one sentence of English
say somet hing about the weather, and another sentence say sonething about how
Engli sh expresses facts about the weather? Wiy nust we sleep on the Procrustean
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bed of the metal anguage/ obj ect | anguage distinction? Answer: because soneone is
in love with that distinction and wants to force it on us. Why? Because of the a
priori idea that it will produce clarity, when in fact it constantly produces
obfuscation over and over again. But the opponent is in love with the dream of
the clarity he imagines it creating
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Formal systems, frege, logic, judgment, existence, 3-24-93

In some ways concepts are |like functions; in some ways they are not. A mathemati -
cal function gives a value of the same kind as the value in the argument pl ace,
namely, a quantity, a number. A propositional function gives a value of a

di fferent kind, nanely, true or false. A mathematical function corresponds to an
operation on the argunment (Wttgenstein says it isn't an operation); a proposi-

tional function does not. We can say 2x = 4, to express the identity of the
di versely objectified. In order to objectify a propositional function as true, we
need to put it in quotes. "Fa" is true. (but we can say "that Fa is true"? No,

t hat does not work in a full sentence. Or does it? "He believes it is true that
Fa.")

Formal systems, C and D, 3-24-93

Is the clarity of formal systens applicable to curing aids, to ending the cold
war, to controlling inflation? No, so commtnment to formal systens in philosophy
is not justified by their internal clarity, but by a "religious" commtnment, |ike
that of ideological liberals and conservatives

Logic, formal systems, existence, Putnam 3-24-93 BIG

Anscombe, in her commentary on the tractatus, says that Frege's analysis of
judgment is the "right" analysis. I am not sure there is any such thing as the
right analysis of judgment, where "analysis" means the right way to represent the
logical relations in judgment by means of syntactical relations. But if Frege's
is the right one, or if all "right" ones need to be logically equivalent to
Frege's or consistent with it or . . . (whatever these concepts may nean), the
reason is what is expressed by the two quotes from Maritain in section 3 of
"Wttgenstein and Maritain." At |least, those quotes explain why the func-
tion/argunment element of Frege's notation is correct. In other words, Thom stic
principles explain why Frege's anaylsis is a good one; and any other explanation
woul d have to be consistent with the Thomi stic one.

As for the other aspect, the quantifier as a predicate depending on prior
predi cates, the Thom stic principle that existence is known by judgment can have
two meani ngs: First, if and when existence is known, it is known by judgnent.
Second, all judgnments about particulars whose nature is other than beings of
reason logically include knowdge of the existence of those particulars. Certainly
the second, if true, is the explanation why quantification is a good notation; and
all other explanations would have to be consistent with it. But does the first
imply the second? The second is true whether or not the first inmplies it.

Formal systems, 3-17-93

Geach, in the article of Frege's concept of existence in God and the Soul" ("Form
and Exi stence"), refers to the clarity that |logic can bring. But a perfect
exanmpl e of the obfuscation that logic can bring is the application of Tarskian
concepts to natural |anguage. W are told that |anguage cannot "refer to" itself,
or at least that there is a tremendous philosophical difficulty involved in
under st andi ng how | anguage can refer to itself. But in English, statements and
words refer to other statements and words all the time. W are told, by inplica-
tion, that "English" is not what they mean by | anguage when they say that | anguage
cannot refer to itself. They mean the underlying linguistic structure, the

met aphysi cal essence of | anguage. Why, because they mean "l anguage" in a sense
that requires statements about other statements, statements about reference and
truth, to be statements in a netal anguage as opposed to an object |anguage. But
that is a wholly artificial structure to be inposed on English, unless you think
that structure must be inposed as a metaphysical necessity. Wiy is it a wholly
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artificial structure. Because it is pure confusion, otherwi se, to say that

Engli sh cannot refer to English, which is what "language" ordinarily neans. So as
ordinarily understood, what is called "language" can certainly refer to itself.

So the opponent is using "language" in a special, metaphysical, way. Wiy is he
doi ng so? Because of alleged clarity that results. Clarity about what? About
phil osophi cal problems about ordinary |anguage. But there was no problem about how

| anguage can refer to | anguage until he introduced his nonstandard use of "Il an-
guage." So he has added obfuscation, not clarity.

By fiat you are trying to force me into |ooking at things through this
structure, by force of will. Or, if I choose not to |look at things through this
structure, you will ignore ne.

Logic, entailment, formal systems, 2-28-93

The way to start it: Define "or" (not "not") by bivalent values other than truth
and falsity. Then claimthat "p or g, and not p" entails that "g" has the
positive menber of the set of bivalent values. The opponent challenges this

wi t hout going into all the details about formal systems. The challenge gives you
the opportunity to explain necessity by way of cognition-dependent relations, and
their self-evidence. The opponent then replies that truth-table methods elim nate
the need for appeals to (or explanation by) self-evidence, logical relations, etc.

Necessary truth and formal systems, 2-13-93

In Notes2 of a recent date, | reply to the objection that my definition of a
necessary causal relation relies on a contrary-to-fact conditional. | say that
"if ..., then something both is and is not" nmeans that the contradictory concl u-
sion follows by the laws of logic. Of course, the prem ses of the reasoning from
which it follows will have to contain other necessary truths, for the antecedent
of the counterfactual to be shown necessarily true. The opponent will consider
this a defect. My expl anation does away with the reliance on counterfactuals only
by relying on the concept of "necessity," which is the concept | was trying to
expl ai n.

But | was not trying to explain necessity in general; | was only trying to

expl ain causal necessity. The opponent may reply that even necessity in genera
relies on counterfactuals. Necessity means the opposite is contradictory, which
means that if the opposite were true, a contradiction would be true. No, the
opposite may be directly a contradiction, rather than merely inplying a contradic-
tion.

Also, do | really need to "elim nate" necessity by defining it in relation
to something else, e.g., counterfactuals; do | really need to "reduce" necessity
to a certain use of counterfactuals? Again, the prem ses from which the contra-
diction logically follows will contain, together with the counterfactual assunp-
tion, necessary truths. So | don't claimto elimnate the concept of necessity.

Per haps nore to the point, however, or at |east by way of illustration of
the point, when | say "follows by the laws of logic,”" | mean for it to be under-
stood that the laws of logic are thenmselves necessarily true. And anmong those
necessarily true laws of logic is modus ponens itself, the very law that the
opponent appeals to in accusing me of defining necessity by relation to
counterfactuals. The referene to counterfactuals is germane only because | am
usi ng modus ponens, and | amusing it because it is necessarily true.

What does it mean to say that MP is necessarily true? |t means that,
counterfactually, if it is not true, then something both is and is not what it is.
And that means that its being not true entails that something is and is not what

it is. Against this, the opponent will say that awareness of the necessity of M
does not require awareness of the logical relation of entailnment (the supposed
logical relation). She will say that it only requires awareness of how to apply

the rules of a game with marks, the same kind of awareness required to apply rules



Page
15

in games |i ke checkers and bridge.
But | do not junmp to the conclusion that my ability to apply rules in bridge
informs me of truths of logic, of rules for valid inference, of the correct nature

of judgments and propositions. I do not assume that knowi ng how to apply the
rules of bridge is the kind of know edge that answers the questions traditionally
call ed questions of "logic," as opposed to questions of physics, medicine

psychol ogy, etc. If MP is understood strictly as a formal arrangement of marks
according to rules for the arrangenent of marks, | nmust place an intepretation on

rules like MP, or the rules from which the necessity of MP is derived, to
understand MP as representing or functioning as or inform ng me about a necessary

truth of | ogic. If, ala Hilbert, the formal interpretation of laws |ike MP did
away for the need for the self-evidence of logical necessity, including entail-
ment, then the | aws of checkers should to the same thing for me. Rather, | so
desi gn, by conscious awareness, the rules for marks in a formal system that | am
aware that they can do at | east some of the work | want logic to do, i.e., that |
know | ogical relations |like entail ment do

The bottomline is that | need contrary-to-fact conditionals to express the
necessity of logical laws |ike MP. If MP is not true, then something both is and
is not what it is. Either that, or | need the concept of necessity to explain
counterfactuals. So one or the other cannot be elimnated and still keep the | aws

of logic necessarily true.
Logic, Formal Systems, Carroll's Paradox, 2-6-93

What ki nd of awareness is required to understand and apply the rules of a game

li ke bridge, poker, or chess? For exanple, what kind of awareness is required to
know that | win this hand because the rules state that spades are stronger suit
than clubs? MWhatever that kind of awareness is, it is that kind that is neces-
sary, not only for doing the steps of a formal system but for being aware of the
val ue of formal systens.

Notice also that this way of putting the question, which only occurs to you
now, is superior to the way that focuses on formal systems alone. Why? It is
certainly superior because it is more general. But it is nore general because it
is more fundanmental. That is, it is more fundanmental because it does not focus
on, it abstract from characteristics peculiar to formal systems that are inciden-
tal with respect to the kind of awareness one needs to understand and apply the
rules of formal systems, where "incidental" means causally incidentally, not
causally necessary or not causative in regard to.

Logic, entailment, 1-25-93

Could there be a formal systemin which the definitions of the operators did not_
parallel logical relations like conjunction, disjunction, or inmplication? Such a
system woul d have to be nulti-valued, since the definitions of the "truth"
functions are just definitions in terms of any 2 nutually exclusive val ues,

whet her or not those values are truth or falsity. (But what does "nutually
exclusive" mean? One has to be the negation of the other.)

But what if someone, say, someone in the 16th century, started off to
construct a formal systemin conplete innocence of any attenpt to enulate the | aws
of logic? For exanple, she may have been devel oping a board game. And let's say
she came up with something that we would recognize as a | aw of detachment. For
exanmpl e, she may have defined the operator """ such that when p”q occurs (either
by landing on it or by a roll of dice) and p occurs (for simlar reasons), we can
use g as an occurence al so. If she had used bhi-valent tables to make these
definitions, we could see that the occurence of "p~g" and of "p" entails by
|l ogi cal necessity the q occurs al so. But we could also see a point that may seem
simlar but is really distinct: W could see that the relations her rules
establish between "p~rq", "p", and "q" are like, resenble, the relations between
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the prem ses and conclusions of a |ogical entail nent. For in both | ogica

entail ment and her rules, given certain antecedents, we can (or nust) accept the
consequence.

That these recognitions on our part are distinct, ie., that the relation of
entail ment we see between the elements of her rules and the relation expressed by
the definition of "~" are not the same, is provable by the fact that other
defintions can logically entail consequences, even though those definitions do not
resenmble the relation of entailment with respect to detachnment. For exanple, if
we give a bivalent table defintion of "*" such that when "p" or "q" occurs, "p*q"
occurs, then, when "p*q" and the negation of "p" occur, we know that the occurence
of "q" is logically entail ed. But this relation is in a sense the opposite of
"q"'s being entailed by "p" (or is it?).

So we cannot use mutually exclusive bi-valent definitions with out resem
bling |l ogical entailment in certain respects. But what gives us license to use
formal methods in logic is not just this resenblance but our awareness that the
bi -val ent definitions do in fact logically entail certain consequences. As a
result, in consciously following rules, we are not just aware of followi ng rules,
but we are aware that the rules logically entail certain consequences. |If we
noticed that there was sone resenbl ance short of |ogical entail ment between a
certain rule in a ganme and a logical relation, that recognition would not be
sufficient if we did not also recognize that the application of the rule logically
entailed its result.

That is the key. Recogni zing a resenbl ance short of identity with |ogica
entail ment is not enough to justify formal methods in logic, we also have to be
aware that the rules actually logically entail certain results. And any set of
rul es based on nutually exclusive bi-valent definitions will not only logically
entail their results, but will resenble |ogical entail ment and other I|ogica
relations in certain respects. So in any well-formed game, the rules logically
entail their results, but not in any game do the rules resenble |ogical entail ment
in certain respects. For exanple, the relations defined by the rules of basebal
or bridge do not necessarily resemble logical relation in those respects, thought
they do logically entail certain results

The cash value of "mutually exclusive" makes a parallel point, not for the
logical relation of entailment, but for the logical relation of noncontradiction
It is not enough for the definitions of the formal operators to be bi-val ent.

For any game, bi-valent or nmulti-valent, when we assign a value, say M to p, that
assi gnment nust exclude the opposite of M even if Mitself is a disjunction of
opposite values, say T and F. So just as we nust be able to recognize the rules
as creating instances of logical entailment in their enployment, we nust be able
to see the rules as instances of |logical laws |ike noncontradiction. Likewi se,
there is no mean between assigning Mto p and not assigning Mto p.

Truth and Tarski and Limts of Formal Systens, 1-22-93

Tarski' definition of truth cannot possibly be useful in understanding truth for
ordi nary sentences. Tarski's account depends on his "Criterion of Adequacy" (see
Representati on and Reality, p. 67). That criterion makes the claimthat certain
sentences are provable in the nmetal anguage. Therefore, the netal anguage has to be
defined rigorously; otherwise, there would be no useful notion of proof in the
met al anguage. So three | anguages are involved. W start with ordinary |anguage
and define the netal anguage sufficiently to support the notion of proof and
sufficiently for the metal anguage to define the | anguage. But the concept of
truth for ordinary sentences does not come into existence at a |level removed from
t hose sentences. And it could not come into existence at a |level renoved from
those sentences. Any higher level we m ght construct, we would construct on the
basis of the first level. MWhether or not sentences on the first level are
actually true, we would need to already have the idea of truth, and beliefs about
truth, at that first |evel
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What Putnam shows in Representation and Reality is that Tarskian defintions
cannot capture the notion of truth in natural |anguages, i.e., that p is true
according to what p means in L. (And what does Tarski say about sentences with
doubl e meanings in L?
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Logic, Self-evidence, P of NC, Quine, Putnam My 15, 1994
It is not the insight into negation that is inexplicable, rather the failure to

have that insight would really be inexplicable
It so happens as a contingent matter of fact that there are necessary truths

that we are capabl e of discovering, just as it so happens that the speed of |ight
is constant in a vacuum or that motion is relative. The necessity of the truth is
not contingent. But that we are capable of discovering that necessity is.

The | ogician need not recognize the preem nent place of the P of NC, but the
phi |l osopher of |ogic nmust.

Logi c, May 15, 1994
Start with an exanple, analyze in terms of know edge caused by awareness of

it
human constructs. After that, it is only a matter of sorting out and separating
the extraneous questions about |ogical know edge, e.g., criteria of identifica-

tion, etc.
I have described a set of causal conditions, from which description it
follows that, if and when those conditions obtain, we can at that time have

knowl edge of a logical truth and later can know that it is pathologically unrea-
sonable to believe that we did not earlier have know edge of that |ogical truth.
(We cab know 2 things, can have two kinds of know edge: a). . .; b). . .).
Wor ki ng backwards, those causal conditions are necessary if we are to have
knowl edge of logical truth. Working forwards, if those conditions hold, we
necessarily have the kind of know edge in question

But it is also necessary that when we have that know edge, we do not have it
by deduction from knowl edge of the existence of the conditions.

It is also necessary that those conditions cannot fail to hold, if certain
ot her conditions hold (.e.g., other conditions such as are awareness of that for

which "not," and "color", "red", "or," etc. are used. To the question, "But can
the causal conditions in the first paragraph hold; do we know that they can hold,
etc., we can answer: if we can know how we are using "not", "color," etc., the
causal conditions in the first paragraph cannot not hold. And the causal condi-
tions for knowi ng how "not," etc. are used, the causal conditions necessary for

t hat know edge, show that we can know that we know "not" only at that time (and

|l ater have knowl edge that it is unreasonable to believe that earlier we did not
know it) at the time that we have that know edge and by the fact that we have the
knowl edge.

Logic, entail ment exanple, March 20, 1994

The only error possible is a failure of nmenory, because what we have to understand
to graps the truth are our own constructs. At the time, you know, you have

knowl edge. And later it can be pathological to think you were wrong then

pat hol ogi cal because unreasonable causally: it is

unreasonable to believe the opposite of "I had | ogical know edge then." \What
makes it unreasonable is what makes it unreasonable to believe that water only
freezes in rooms with blue walls, etc., i.e., we would have to postul ate nore

processes i nplying nore causes than we have evidence for, or fewer than we have
evi dence for.

Start the answer to the punctiform phenomenalist here, at the intellectual I|evel
not at the sense level. Then go to the sense |evel where we can "know" at a given
time that it is unreasonable to believe the opposite of the propostion that | am
now in contact with extramental existence.
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Logic, September 21, 1993

Logic is the study of valid inference. But what is inference? MWhatever else it
is, it is a relation between propostions. But not propositions considered as
psycholical entities. Rat her, propositions considered as the states of affairs
objectified by psycholocial entities, considered as objects we are made aware of
by means of psychol ogical entities. So the definition of logic as the study of
valid inference leads right to the definition of logic as the study of properties
and rel ations pertaining to objects of thought in their role as objects.

Logic, thing/object, validity, August 4, 1993

Logic concerns the laws of valid inference. But what is "valid inference"? It is
a relation between propositions. But what kind of relation? A psychologica
relation? No. A relation between propositions as bearers of the logical rela-
tion, truth. Truth 1is a relation between what is objectified in a (psychol ogi -
cal) proposition and what exists in reality. Validity of inference is a relation
bet ween the object objectified in this manner (Al A is B) and the object
objectified in this manner (all Bis C). Wlidity depends upon the relations

bel onging to A, B, and C as objects. That is, validity depends on whether we are
objectifying all As and Bs or some As and Bs.

Uni versals, Sets, Logic, 6-18-93

Expl ai ni ng universals by set menmbership is circular, because we have to use
uni versals to define the members of sets. E.g., every person in
this room Even "in this room' relies on the universal term"room"

Exi stence, |ogic, EAP, Putnam truth, etc. 6-13-93

Remenber the programmer, Ed, who said "This doesn't match reality"? This shows
both that reality is the opposite of a logical concept; it is that to which our
|l ogi cal constructs nmust be conpared. But is also shows how reality can be

m staken for a logical concepts, since we objectify it as termof a logica
relation, truth.

Adl er-U, logic, math, 3-21-93

The chimps adding synmbolicly on television. How many times in doing my checkbook
or taxes have | calculated correctly but performed the wrong operation for the
value | needed to get, i.e., | added when | should have subtracted or vice versa.
The point is that the kind of know edge required to know whether a value should be
added or subtracted from another is of a different kind fromthe know edge

involved in knowing that a calculation is correct. The former kind of know edge
is reasoni ng, causal reasoning
The opponent will say its just a more conplicated algorithm or a "higher-

level" algorithm fromthe algorithm for calculating, and calculating is also a
ki nd of causal reasoning. But consider the exanple fromthe First of M chigan
statement, where | couldn't figure out why the conm ssion was added in one case
and not in the other. The answer was that one case meant to show how nuch went
back into my pocket, while the other case meant to show how nuch went out of ny
pocket; so the first case subtracted the conm ssion, while the second case added
it. Now this is not a matter of an arbitrary algorithm Rather, the algorithm
was designed because of the results desired and the nature of the steps needed to
get that result. To show what went back into nmy pocket correctly, you cannot
include the comm ssion fromthe sale; to show what went out of my pocket, you nust
include the conmi ssion. These are necessities determ ned by the nature of the
effect and of the nmeans used to achieve the effect. The algorithm nmust reflect
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those natures; reasoning demands this. So it is reasoning; not just calcul ation.
Cal cul ation just deal with abstract causal relations, adding to and taking from
regardl ess of the natures underlying the quantities added and subtracted, the
natures that determ ne which abstract causal relation is relevant in each case.

"Under st andi ng" the abstract causal relations of adding to and taking from
is different from understanding the natures that determ ne whether to get a result
of a particular nature you must add or subtract a quantity of one nature froma
quantity of another.

Logic, entail ment, 3-14-93

The best place to start appears to be a discussion of entail ment, but how get from
there to characteristics of objects and objects? Perhaps the objects known in
three propositions can be said to have relations of entailment only as objects of
human knowl edge. Entail ment is not a relation between states of affairs outside
of the mnd (but one state of affairs's resulting from another's is something that
hol ds outside of the mnd; still that causal relation is not what we judge to hold
when we judge that an entailment is valid: we judge a relation between truths).

Is the fact that inference or entail ment appears to be something that pertains to
the objects of cognition as such contradicted by the fact that computers can judge
validity of certain proofs? First, entailment is not the same thing as validity
of proof. And conputers only go through the steps of a "formal" proof. But

whet her those steps are gone through by us or by a conputer, in order for us to
connect that process with what we know to be validity of inference, we have to be
i ndependently aware of what that relation is. Maybe Quine's presentation of
Carroll's paradox shows this.

Maybe the conputer exanple is a good one. The conputer comes back with the
mar ks "This inference is valid." W have to connect those marks with what we
woul d mean by them? How do we know the connection between the conputers marks and
what we mean? We have to understand the steps in the programthat the conputer
carried out. That is, we have to be aware of what the steps in the program are
and of how the steps relate to |ogical principles whose necessary truth we are
awar e of.

The bottomline is that is being aware that x and y entail z, we are aware
of the necessary truth of that assertion. (Also, maybe the absence of a decision
procedure is relevant, i.e., the conmputer can carry out a decision procedure but
cannot determ ne any other kind of logical relation.

Exi stence not logical, truth, 3-19-93

I tell Jesse defining existence by truth makes to be equivalent to being known.
He replies by asking whether it was true that there were dinasaurs when there was
no one around. \When there were no knowers around, all there was was the state of
affairs of dinosaurs existing. At that tinme, there was not also the logica
relation of truth, which relation exists only in the apprehension of knowers. The
(solely intentional) existence of the relation of truth presupposes the existence
of statements. We can form statements by which we say that it is true that there
wer e dinosaurs or that is was true that there are dinosaurs. But the latter
formula (it was true that there are dinosaurs) is not meant to assert the prior
exi stence of the statement that there are dinosaurs. It is meant to assert that
the statement we can now fornulate (there are dinosaurs) expresses an existence, a
state of affairs, that did hold sonmetime in the past.

"There are dinosaurs" expresses a state of affairs that did hold sometine in
the past. That does not mean we can define existence in terms of the truth of
t hat statenent. Rat her, the reason we can speak of something's being true when
there were no knowers around is that truth is defined relative to existence. So
even concedi ng Jesse's point, on any interpretation of it, existene cannot be
reduced to the truth of statement about the past.
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5-26-88
For mal Systens

The problem of universals is not the problem of whether we should quantify over
sets. In fact, the realist treatment of universals, diacritical realist, inmplies
that we should NOT quantify over sets. Sets are logical entities; they have no
extrament al existence. Nei t her do universals; or neither does universality.

Nat ures exi st only as natures of individuals. But our concepts relate to those
natures in such a way that the characteristics those natures owe to matter, to
conmponent causality, are irrelevant to the relationship, do not enter into the
rel ationship. Thus the kind of component causality that individuates natures
must not enter into the subject who forms the concepts (psychological entities) by
which we relate to natures such that what the natures owe to conponent causality
does not specify (as a specifying cause) the relationship, or does not character-
ize the nature precisely as what term nates this relationship. Concepts are

i ndi vidual also, but not material. The only thing that "is" universal, is

somet hing that has existence as a cogni zed object only, because it has existence
as a relation holding between cogni zed objects as a result of different ways in
whi ch they are cognized and as a result of differences between what the nature
owes to matter and what characteristics of the nature enter into or termnate the
relation by which concepts cognize those natures.

Formal Systems - philosophical limts of
3-27-89

The formal approach to philosophical problenms has no successes. Not one

Henpel's di sproof of the verification principle? First, |I do not accept it as
proof. Second, If it is is proof, it is a proof that another attenpt to apply
formal methods in philosophy is unsuccessful

Rorty admts in The Linguistic Turn that there have been no sucessess. His |ater
work can be interpreted as the claimthat we shouldn't |ook for any successes,
i.e., there reason there have been no successes is that there shouldn't be any,
and we shouldn't | ook for them

The point in his earlier work was that all the linguistic turn had done was to
put all previous philosophy on the defensive. But the burden of proof had al ways
been there, so what's new? Perhaps what's new is that "putting on the defensive"
means all philosophy nmust henceforth be done this way even though this way has not
yet achieved anything, ie., the belief that if there is anything to be achieved,

it will be by these nethods. But when and how has that belief been denmonstrated.
It's not a denonstation, its a program its an act of faith in a program an
expression of a preference for a program that's all

Rorty's later work, "The M rror of Nature," says, in effect, if there were
anything to be achieved, it would be this way, but this very method shows there is
nothing to be achieved.

It's time once again for philosophy to bury its skeptical undertakers.
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Logic - Entail ment
7-30-90

The paradox of contradiction entailing anything results froma use of SUBSTI TU-
TION, a use that violates the laws of logic. Substitution is one of the opera-
tions essential to the use of formal methods in logic, that is, proving |logica
truths by using formal | anguages and abstract fornulas on which you operate
according to rules, rules which save the truths of logic. |If you can't use
substitution, you can't get anywhere. But if you can substitute a contradiction
you violate the rules of logic even if you do not violate a rule explicitly
formul ated for the formal system This shows a limtation on formal method.
There is nothing wrong with it, only it cannot capture all of what |ogic, that

ki nd of know edge called "Logic," is.

Mat h/ Logi ¢/ Formal Systens
10-21-91

Why phil osophical abstraction differs from mathematical. Ask, why is it so hard
to do arithmetic in your head? To do that requires operating on synobls. You can
do met aphysics in your head, but you cannot do metaphysics by operating

on synbol s. Met aphysi cs requires *understandi ng* that which words are used for
not just understanding rules for manipulating strings of words. Doing arithnmetic
in the head requires no understandi ng beyond the menmory of mechanica

rul es for conbining, replacing, and detaching strings of marks.

Symbolic logic is like a model, map, relative to logical essences, where "l ogica
essences" means relations to objects of know edge "as" objects of know edge or
terms of know edge relations, where "as" means relations resulting fromand for
the sake of objects of know edge bei ng objects of know edge. Or symbolic |logic
*deals with* objects that are nodels or maps relative to |logical objects.

As such symoblic logic can reveal many inportant aspects of |ogical objects, just
as maps can. But to think that that is what the understanding of |ogical objects
consists in is to think that geol ogy consists of cartography. Cartography can be
very useful, even essential, in geology, but geological understanding does not
consi st in cartographic understanding.

Maybe | should say formal systens are |like nodels or maps and by studying formal
systems, synbolic |ogic studies something that relates to | ogical objects

the way maps relate to the objects of geol ogy.

Communi cation and Difficulties/ and Logic - entail ment
7-30-90

After talking to Deely about paradoxes associated with conditionals. To avoid
paradoxes, we need an Archi medi an solution. That is, we need a place to stand; we
need a foothold. For exanple, to talk about "entailment" or "Logically following
from" we can't start by offering a definition that supposedly covers all cases.
That only gets us into paradoxes.

Rat her we can say: the followi ng *sometinmes* occurs, nanely, that |ogica

rel ations between p and q make it inmpossible for p to be true and g not to be
true. That occurrence is what we have the phrase "logically follows from' in our
| anguage for. And such occurrences are what we study in logic. We use another
definition of "if...then" as an aid to studying entail ment, but entail ment is what
we are interested in.

Li kewi se, it sometimes happens that "if P then

Q' is used to assert a necessary connection between P and Q even if each of p and
qgis false. We don't need to say there is one use for counterfactuals, sone

Pl atoni ¢ essence of them
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These are exanples of places to stand, footholds. The problemis that to find a
foothold enabling you to avoid a paradox, you have to dig through 2500 years of
manur e (paradoxes). And once you find the foothold, you have to stand in the
manure (i.e., you have to do the de jure unnecessary work of showi ng how the
paradoxes, which de jure should not exist, can be avoided.)

In other words, you have to find the right place to take a stand, the right place
to fight, and not waste time fighting the wrong battles. Once you have a foot-
hold, the trick is to go out fromit only as far as you are justified in going
*and* that you need to go. The opponent will try to say that to do what you want
to do or say what you want to say, you need to go farther out fromthe foothold
than you are justified in going. The problemis that we can accept the opponent's
statement of the problemand try to show that we are justified in going further
than we really need to go. Thus, we mght try to come up with a criterion for
recogni zing entailment in all possible cases, or with |laws that entail ment
follows, etc., because we think we need to do this to answer the opponent. The
reality is the opposite. The reason for the paradoxes in the eyes of the opponent
is precisely that she thinks we need to go out further fromthe foothold than we
really need to go.

Thi ng/ obj ect
7-25--91

When | attribute "man" to an individual, universality is a characteristic attach-
ing to what | attribute but not entering into what | attribute. For it attaches
to what | attribute froma persepctive that differs fromthe perspective in which
I amattributing it. Universality is a logical relation describing what is known
fromthe point of view of the know edge relation by which it is known, describing
the term of a know edge relation fromthe point of view of the know edge rel ation,
not describing what the termnmust be in itself in order to be the termof a

knowl edge rel ation.

Universality is a logical relation attaching to what is known in order that it may
be what is known, but it does not belong to what the term of the know edge
relation is prior to being known. It does not enter into what the termis known
to be in itself. Abstraction is a logical relation characterizing being as term
of a knowl edge relation, but it does not enter into what the term of the know edge
relation is nonreflectively known to be, what it is known to be in itself.
Therefore it is not in contradiction to the concreteness that we

know bei ng necessarily possesses whenever it is actualy exercised. Abstraction

is a logical relation attaching to what is known in order that it may be what is
known, but abstaction does not enter into what the term of the know edge rel ation
is known to be when it is so known, i.e, when it is known in the way characterized

by abstraction. Otherwi se, the term would never be the term for it would be
altered by the know edge relation; and the term of the know edge

relation would be something else, the result of the alteration

Abstraction and universality do not enter into what is FIRST known about the term
of the knowl edge relation that endows the termwi th abstaction or wuniversality.
For if they entered into what is first known, there would be an infinite regress,
since they are logical relations resulting froma know edge relation. So if they
are first known, there is another know edge relation preceding the first.

They are features we can attribute to the known resulting fromits being the term
of a knowl edge rel ation. But what is first known does not result fromits being
the term of a know edge rel ation. So they do not enter into what is first known.
They do not enter into what it nust be in order that it becone

the term of a know dge relation, namely, something other than what is described
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by "a term of a know edge relation."
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Logic, entailnment, inference, 3/9/95

Title: Inference. Sinultaneous Awareness that All Ais B
and All B is C causes awareness that Al Ais C I nference
is a relation defined by reference to the causing of

knowl edge. Validity of inference is a relation defined by
reference to truth. Knowl edge and truth are not identical

Logic, P of NC, February 20, 1995

It is sometimes said that only one thing is unique about the
P of NC, nanely, that without it, everything follows. Quote
Russell on this. In fact the argument that everything
follows fromcontradiction is invalid. And the argunent
showing why it is invalid also shows what is unique about
the P of NC, ie., it expresses the work that the relation

ot her-than or different-from does. W thout that work, we
can't make any inference that depends on a logical relation
that, in turn, depends on negation. And all sentential or
truth-functional relations depend on negation.

Paraconsi stent |l ogics use a relation other than negation in

their paraconsistent portions. So far | have said nothing
about "meani ng". I could have said that the "nmeani ng" of
negation signs in paraconsistent logics is different from
the "meani ng" of the signs | have been using. | do not need

to tal k about meaning, but there is nothing wong with than.
as long as the following rules apply: 1)awareness of what
negation (the relation other-than) is is not |exicologica
awar eness of the happenstance that that relation is what a
certain mark is used for; so awareness of meaning required
for logical truth is not |exicological awareness. W can be
|l exi cologically m staken (e.g., by thinking "not" is used
the way we use "or" -- and their can be

behavi oral evidence for this), and logically correct. 2) in
non-| exi col ol gi cal awareness of meaning, the awareness is
something "mental"” is a psyghol ogical sense, but that of
which we are aware, the "meaning" need not be nental in that
sense. Logi cal nmeanings may be mental in the sense that
they are only objects of awareness, but they are not nmental
in the sense of

I.E., Wttgenstein, Truth, Logic, February 20, 1995

In the Tractatus the identity is between a |ogical form and
a real form But in The Blue Book and the Phil osophica

I nvestigations, the identity the opponent wants is between
the thing which exists outside the mnd and the thing which
exists inside the mnd. Wiy else would the opponent want to
say that M. Smith or the gun's report exist in our

t houghts, unless she wants to say that what is within our

t houghts is identical to what exists or is wi shed to exist
out si de our thoughts. But here there is no question of

l ogical form

Page
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Put nam Meani ng, Reference, Truth, Logic, Thing and Object,
10/ 21/ 94

When P says that reference is determ ned, in part, by the

world, i.e., by what exists, he is inplicitly affirm ng the
doctrine of the identity of object and thing, ie., of object
and what is nore-than-an-object, i.e., what exists

extraobjectively in the world. Or at |east we can say that
the identity of thing and object is a necessary condition
for the truth of what P says about reference being

determ ned by what exists.

Does word 6F6 in Theory T refer? Huh? Do you mean is the
sentence O0An F existsd true? The |ast question seems to
make truth prior to reference, i.e., reference would be
defined in ternms of truth. But the opponent would come back
and say that in order for a sentence to be true, it nust
have a | ogical property by which it makes a cl ai m about the
physi cal world, say, rather than about mathematical objects
or logical constructs. Yes, there nust be such a logica
property. But that is not the same thing as reference, if
you mean by FAS referring the fact that an F does indeed

exi sts. Rat her the | ogical property some terns in the
sentence nust have is one that enables it to merely make a
cl ai m about physical existence. That is, for the sentence
to be potentially true or false, it nmust have a property
which fixes its claimto be a claimabout physical existence
or whatever.

What ever that property is, we do not have to answer al
questions about it. Maybe it A what some call supposition
or designation, or o6referringé. But we need not know, for
purposes outside of logic itself, whether the whole theory,
e.g., of supposition is true.

Al so, we need to distinguish the question of what kind of
claima sentence makes from the question of how we

epi stemol ogi cally know what kind of claimit nmakes, just as
we must distinguish the question of whether a sentence is
true fromthe question of how we know it is true

Al so, we must distinguish the question of what kind of claim
it makes fromthe question of whether the existentia
quantifier has different functions. To know whether a
sentence is true, | need to know what kind of evidence is
relevant to its truth, i.e., what kind of evidence would
exclude the opposite fromtruth.

The kind of evidence that is relevant to its truth is
determ ned by the kind of claimit makes. But | can know,
for instance, that 0The human is a species6 makes a
diffeent kind of claimfrom 6The human is a rational animlo
wi t hout answering the question whether 6A species is a
logical relationd tal ks about a

domain that exists in a different sense of existence than
does O6A rational animal is a body.6 |In fact, there are at

|l east two kinds of questions about the existentia

quantifier that I do not need to know the answer to in order
to know what kind of evidence is relevant to the above

Page
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claims of different kinds. For | can negatively anser the
question whet her d6existsd has more than one | ogica
function, while affirmng that 0existsd has nmore than one
extral ogi cal value associated with it, a cognition-

i ndependent value and a cognition-dependent, but not
narrowl y 6l ogical & val ue.
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Logi cal Rel ations, 8-22-94

A relation whose nature is such that one of its terms, or
its bearer, nmust have the characteristic "known" or sonme
characteristic derivative fromthe characteristic "known,",
e.g., truth. But doesn't that description apply to negation
as well? And if we add that the relation is for the sake of
knowl edge, doesn't that broadly apply to negation as well?
What if we say, not just that the term or bearer nust have
the characteristic "known" but that the term or bearer is
that characteristic itself, for some derivative of that
characteristic? |If we say the latter, can we say that
logical relations term nate in what things are, since our
initial objects are identical with things?

Logic, PNC, Formal Systenms, 3-17-95

The PNC | ooks like just another logical truth to the
propostional cal cul us.
But that just *demonstrates* one of the |imtations of
formal met hods, as
i ndi spensable as the absolutely are, in |logic.

Simlarly, quantum mechanics and the space-time
conti nuum have been
held to denonstrate the inevitable limtations of exam ning
physi cal nature
by mat hemati cal nmethods. Thinks of sinmultaneity. Or think
of the paradox in
quantum mechani cs of zero particles having non-zero energy.
(See the
di scussion of zero of this date, 3-17-95.)

Logic, PNC, 11-17-94

Title: Metalogic (a branch of metaphysics). The need for metal ogic proves the
need for metaphysics, defined as something more than enpirical know edge. and
the need for metalogic is itself proven by the argument showi ng the
fundamentality of the PNC vis-a-vis the argument that everything follows from
contradiction.

PNC, Logic, Formal Systems, Putnam 6-16-94 BIG

If the PNC means what it says, then to contenplate denying it (e.g., in the
future because of science, or in a fomal system is to contenplate affirmng it
and denying it. Because that's what it says, i.e., that you cannot affirm and
deny the sanme sentence. If you try to get around this by invoking the meta-

| anguage/ | anguage di stinction, you show the limtations of that distinction.

We are, in effect, making a rule in our ordinary |anguage that any proposition
but this one can be affirmed and deni ed simultaneously. This one can only be
denied. And that in itself shows that the PNC is unique; it is, after all
somet hi ng speci al

Or if, using the metalL/L distinction, you say, it's only the group of fornulas
to which the PNC applies that can be affirmed and deni ed, then you are saying
t hat negation signs do not have the same function in that group that they have
in the group to which the PNC belongs. Either that or the value you are both
affirm ng and denying of them e.g., what the word "truth" nmeans, is not the
same value that we affirmor deny at the PNC's level, or in its group. So
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all you have done is change the subject in the group to which the PNC applies;
you are using simlar symbols for different purposes. And when you "affirm'
and "deny" in that group, you are not really doing what affirmation and deni al
are at the PNC s level
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Logic, math, metalogic, formal systems, principle of non-contradiction, Trinity
Nov. 24, 94 BIG

In what sense are multi-valued |ogics governed (Causal Realism p. 199), the same
common principles that govern our discourse about extralogical things? For one
thing, our know edge of the truth (or validity or whatever) of statements within
(or about or whatever) multivalued |ogics, presupposes the principle of non-
contradiction as the termof a reductio ad absurdum And our know edge so
presuppposes that because those statements could not be true (or valid or whatever
eval uative concept we use) if they did not conformto the PNC

Formal systems do not capture the centrality of the PNC, as ny critique of
the argument that everything follows from contradiction shows. Quote Russel
about formal systens showing that the PNC is just another principle. M argunment
shows that many and perhaps nost of those other principles do not work without the
PNC.

Jan. 20, 95

One person can have exactly the same representative content in two different
experiences and yet know, through what is represented by "This is a unique,

unr epeat abl e, individual," that what she knows through each of those experiences
is a unique, and hence distinct, individual. What makes this possible is the fact
that "unique, unrepeatable, individual" is a universal concept, or rather a

conmbi nati on of three universal concepts.

As the above paragraph illustrates, logic is |like metaphysics in that its concepts
apply, or can be applied, to any object. Precisely because they can be applied to
any object, their intelligibility does not depend on the content of this object or
that, the features interior to this object or that. So we can understand these

|l ogi cal concepts without understanding the interior features of any specific
object to which they apply. And since we can so understand them we can represent
them express them as relations to terms, which terms have no content other than
being terms of these rel ations.

In this logical relations are like the objects of mathematics, where we can
represent the terns of relations as unknown quantities. But in math, the goal is
to make the values represented by those variables known. That is not the goal in
| ogi c.

Still the objects of math and logic are alike in another respect. W not only can
represent the terns of |ogical relations as pure terns, represented as nothing
more than terms of those rel ations. But also, in both math and | ogic, the
relations "correspond” to operations, operations leading to results. And getting
to those results by such operations is the business of these disciplines.

Ot her relations, e.g., simlarity, can be understood without understanding the
specific features of their ternms other than as such terms. Thus we can say,
"Assume that Ais simlar to B." But we cannot make progress concerning simlari-
ty by defining operations "corresponding” to this relation and then perform ng
those operations. But that is what we do in math

The operations, of course, and the roles of these operations in math and | ogic,
are different. In math the relations are i magi ned causal operations. These

i mgi ned operations are used to objectify different quantities. W do not
objectify two as the number of eyes a normal human has but as the result of adding
one to one. It is this method of objectifying quantities, ie., as the result of
these i magi ned causal operations, which operations are defined solely by their
relation to quantitative values that abstract fromall other features, that
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defines math and makes the truths of math all necessary truths.

In logic the operations lead to the production of fornulas, strings of marks, that
"correspond"” to truths about |ogical relations. They only "correspond” to truths
about |l ogical relations, because fornmulas play a different role in logic than they
do in mathematics. The formulas of math are a tool in physics, but they are not a
tool in mathematics. Rat her, they and the know edge of their truth is what
constitutes mathematics. The formulas of formal systems and their derivation do
not constitute logic. They are a tool of logic the way the formulas of math and
mat hent ai cal derivations are a tool in physics

But can we abstract fromthe use of formal systens in logic, consider the con-
struction of formal systenms for their own sake, and conpare that activity of
construction and the knowl edge associated with it to the know edge of

mat het mati cal fornmulas. Yes, and that is inportant, but we nust keep in m nd that
this study does not directly informus about the nature of |ogic anymore than the
study of math directly infornms us about the nature of physics.

In formal systems, we define operations that result in conmbinations of marks. In
mat h, we define operations that result in certain quantitative values. 1In the
resulting fornulas of formal systens, variables are not replaced by constants.
The purpose is not to replace a variable with a constant. |f that were the
purpose, formals systems would no |onger be useful for nodelling and representing
logical relations. They can represent logical relations precisely because | ogica
rel ations abstract fromthe specific content of their ternms and thus apply or can
be applied to all objects.

In math, the goal of the operation is to replace variables with constants. Mat h
al so uses fornulas abstracting from specific contents, quantitative contents. But
mat h does so in order to arrive at formulas containing specific quantitative
contents. The quantity still abstracts from any association with non-quantitative
characteristics, and so is formal relative to the characteristics studied by
physics. But in math, the formulas express causal operations |leading to results
whose nature are not thensel ves causal. Because their nature is not thenselves
causal, ie., because they abstract from all causal characteristics except for
these imagi nary ones, the truths are necessary. No ot her causal factors are
present to change the results. That which they abstract from and that which
physi cs studies are precisely causal conditions producing changes that are
irrelevant to mat hematical causal relations, changes which therefore are not
changes affecting math truths. So math truths are not subject to change

Unli ke the formulas of math, the fornmulas of formal systens do not express causa
opertions (just as quantitative values are not causal relations). The rules of
the system express causal operations resulting in fornulas.

3x3 = 9. This is necessary while "The nunmber of the planets is 9" is not neces-
sary. Why? In the first case, the diverse objectification comes fromthe

hypot hesis of the carrying out of an imaginary causal operation, a causal opera-
tion whose positing does not require any physical causes whose existence is
contingent, a causal operation that knowably cannot not yield one definite resutl
(even before we know what that result is) because the conponents used, the
operation of addition and numbers defined by the operation of counting, are
knowably such that they nmust always yield the same value, even if we do not know
what that value is. And Gol dbach's hypothesis nmust al ways be either true or

fal se, because we know in advance that a prime nunber must always be a prinme
nunmber, and an nunbers factorials nust always be what they. Once they are X, they
must al ways be X



Page
32

Jan. 21, 95

Non-contradiction article. MWhat kind of know edge do we achieve when we grasp the
truth of my argument? Validity of my argument and the truth of its prem ses?
Logi cal know edge, since formal methods are only a tool ok know edge and not the
whol e of it.

We think that, as philosophers, we get back to foundations, but the exanple
of the treatnment of non-contradiction shows that we do not get back to our own
f oundati ons. For Quine, Putnam etc. assume they are saying something, while
Aristotle shows that they are not.
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Feb. 14, 95
Trinity, Logic, Formal systens, BIG

Assume my discussion of the Trinity works. The discussion is essentially meta-
physi cal and ontol ogical, not logical. But our know edge, which we are capapble
of having, that ny argument works shows that we have an inplicit grasp of |ogica
principles that permt what would otherwi se be violations of the transitivity of
identity. We need not be able to articulate those principles, anymore than a
person, say a child, who recognizes the validity of a syllogism (can chinps do
this?) need be able to articulate a | aw expressing the validity of syllogi sms of
that structure.

The next step would be to try to articulate this principle. This would be
entirely conparable to comng up with concepts |ike supposition and anpilation to
express different causes of the truths, and our know edge of the truths of appar-
ently simlar sentences, so that invalid inferences are known to be bl ocked by
fallacies of equivocation. These concepts would be enployed in the fornmulation of
l ogical | aws.

A final step would be to try to construct a formal system in which these
laws could be arrived at by rearrangenment of symbols according to rules of
formati on and detachment. This would probably be the kind of thing Chuck Kelly is
doing. MWhile this would be a very interesting and even inportant thing to do,
doing it would not be necessary in order for us to possess the kind of know edge
described in the previous two paragraphs. And that illustrates the relationship
of constructing formal systems to |ogical know edge and ontol ogi cal, metaphysica
knowl edge.

PNC, Formal Systems, Mar. 25, 95

The most fundamental form of the PNC for logic is that it is inpossible for sone
object (quod) to be or not be (to have or not have) of some character (sone
characteristic). The inpossibility of a sentence's being both true and false is
just a case of this. A sentence is one kind of object and truth or falsity is one
ki nd of characteristic. This thought comes out of reflection on the fact that a
mul ti-valued | ogic or "paraconsistent” logic only works if a sentence cannot both
have and not have the additional value, M i.e., the value allegedly in addition
to truth.

The opponent will say that the sentential formis more fundanmental. Why?
Because logic is supposedly the most fundanmental. And logic is about the truth of
sentences, since the truth of sentences is the goal of intellectual endeavor. But
the preceding statement only holds if it is tal king about sentences, period, not
about sentences in |anguage L or L1. The opponent's idea would be that the PNC
hol ds for any | anguage for which the fornmulas of system L hold. But what nust be
the case for any systemL is that the PNC hold for the so-called "metal anguage, "
whet her or not the PNC appears as a fornmula in L.

The PNC nmust hold for any nmetal anguage because it must hold for any sentence
in any | anguage that can have a truth-value. And it must hold in any system not
in the sense that the system contains it, but that the assignment of any val ue
within the sysem cannot be acconpanied within the system by the sinultaneous non-
assi gnment of that value. The fornulas of any formal system constitute, together
just a nodel of the logical relationships that hold where the values of truth or
falsity are possible, ie., hold for the sentences of any | anguage.

It is correct that know edge of the truth of sentences is the final cause.
But it is the final cause because, in sentences, we objectify objects other than
sentences and objectify those objects as having or not having characteristics.

The reason contradictory sentences cannot achieve the goal of truth is that the
objects they objectify cannot both have and not have the same characteristic. It
is not that those objects cannot both have and not have the same characteristic
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because, if they could, the sentences objectifying them would be both true or
false. That is putting Descartes before the horse.
It is correct that the necessity of the principle arises fromthe use of the

cognition-constituted relation of negation. But there is no reason why that
rel ation cannot be used in the objectification of objects other than sentences and
so used before it is used for sentences. |In fact, that relation arises (causality

other than final causality is the analysis here) as soon as we are aware of two
objects that are in fact not the same: two fingers, two trees, a finger and a
tree, etc.

Check out the truth table for negation signs in nmulti-valued | ogics. If the
negation sign has the same meaning, i.e., still means the relation of negation
than the PNC holds, and the signs for the affirmed and negated val ues do not nean
what "true" and "false" mean.

May. 30, 95

Why is what can correctly be objectified as other than X necessarily non-identica
wi th what can be objectified as X (or by "X")? |If by "necessarily" we mean why
does it not have to stay objectifiable as other than X, maybe it does not have to
stay objectifiable by "other than X." But it is necessarily the case that if and
when something is indeed objectifiable by "non-X" that it is not also what can be
objectified as X. \Why?

Because if not, the what is objectifiable as non-X would at the same time
not be objectifiable as non-X. It would not be identical with itself (so identity
is primary). But that seenms to just reduplicate the principle. And perhaps it
does reduplicate the principle. The point is that that is just what negations do,
that is their function, e.g., to negate what is objectified as X or what is
objectifiable by X. As long as that negation holds, the opposite does not, by
hypot hesis; for negation amounts to the hypothesis that the opposite does not
hol d.

To really deny the PNC, a principle would have to allow a proposition to have
value M and not have value M

Bl G

My argument agai nst contradiction inplying everything has many inplications.

Thi nk of how Chuck Kelly laid out the argunments as steps in a formal proof.

I npeccable. That shows that awareness that the a fornmula resulting from such a
proof is a logically valid formula is not caused by our awareness that each step
in the proof satisfied the rules. For Kelly showed that that argunent satisfied
the rules, and we were both aware that it satisfied the rules. Yet we could still
be aware that the conclusion was not logically valid. Why? because we were aware
that one conbination of premi se (contradiction) and rule (disjunctive syllogism
was not logically valid. Rat her, awareness of logical validity is caused by

awar eness of the fact that the primary rules are logically valid and are consis-
tent with the prem ses.

Jun. 9, 95

The formal | anguage approach makes models representing |logical relations, not
propositions true of |logical relations by identity. These nodels are good, but
there value is |imted.

PNC, Jun. 9, 95

The formal system approach does not capture the fundamentality of the PNC. l.e,
the PNC is not just one fornula anong others.
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Logical truth, logical relations, logical inclusion, alternation, Jun. 27, 95 BIG

Maybe the necessity of p -> (p V q) does not derive from |l ogical inclusion but
fromthe fat that p V q differs fromp solely by the addition of a CDO "V q"

This way out, though, would have to explain the fact that g may make reference to
a reality other than p does. W would have to say that the reality referred to
enters the differentiation of objects in an incidental, a non-essential, way. The
logical relation expressed by "V'" makes it incidental what follow next. That is
just the nature of what we express by "V'. where "nature" means: that just is what
we happen to express by "V'. That is, alternation happens to be an open-ended

Il ogical relation where what comes next does not matter as far as content goes
(assum ng that the content is a content, and not a contradiction, i.e., assum ng
that the content does not violate some other |ogical relation; so it is non-

|l ogical content that is in question, since we are contrasting that to the [ ogica
relation of alternation). "Or" is the exact equivalent for "or something," where
"something” this time is a |logical placeholder for, by hypothesis, any ontol ogica
content.

Logi c versus ontol ogy

Is "something" a logical variable, or is it an ontological variable? Yes and no
to both questions. Since it belongs in language it is logical and grammatical .
But since logical relations termnate in non-logical values, the word-function of
something is equivalent to "any non-|ogical value; any value that can termnate a
logical relation, including especially non-Ilogical values"

Logi cal Relations, Jul. 21, 95 BIG

The theory of logical relations in Causal Realismis meant to do two things. (A)
Inply that if such logical relations occur, some truths cannot not be true. (B)
Inply that, when we are aware of some objects, we cannot not know the necessity of
those truths. l.e., (A if there are relations with such and such properties

then truths diversely objectifying things in the foll owi ng way cannot not be

di versely objectifying the same thing. And (B) we are aware of certain objects,
we cannot not be aware of relations with those properties holding between them so
that we cannot not be aware of the necessary truth of the identity of those

obj ects.

PNC, formal systems, Aug. 11, 95 BIG

Formal systems are models that cannot capture the fundamentality and centrality of
t he PNC. In the propositional calculus, the PNC is just one proposition anong
ot hers

The formal system approach makes nodels representing, sybolizing, |ogical rela-
tions; it does not make propositions true of logical relations by identity. To
know the truth of propositions about logical relations, we do something nore than
construct and understand models. Those nodels are good things; they have val ue,
but limted val ue

Formal systems, Jan. 4, 94

A sentence, e.g., the principle of noncontradiction, conveys sone extralinguistic
val ue, some meaningT. Are the fornulas of a formal systemto be interpreted as
conveying an extralinguistic value or not? |If not, they are philosophically
irrel evant, except as objects of study, just as any object can be relevant for
phil osophy to study. If so, it is irrelevant whether the formula is in the

met al anguage, the | anguage, or in some other |anguage. It is what the | anguage



Page
36

conveys that counts. And the logical p of NC conveys that contradictory sentences
of any | anguage cannot both be true, ie., that what contradictory sentences convey
cannot both be true, where true is a value that is not confined to this |anguage,
its metal anguage, or any other |anguage. True is logically fundamental, as Putnam
says somewhere in "The Meani ng of Meaning" or in one of the other essays in that
volume that | glanced at this Christnmas.

Remember true "in |anguage L" is not part of Tarski's definition of truth
for | anguage L.
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Anal yticity, meaning, convention, Ashley, Phil of Nature, Jan. 4, 94

Anal yticity and necessity have little, if anything, do with convention, with
stipulation, with invention and opposed to discovery. A proof is that the rules
of a game, e.g., chess or monopoly, unlike the laws of logic and math, are not
necessary and do not generate necessity. The |aws of logic generate necessary
consequences fromthe rules of games, but the rules of ganes thenselves do not
have, nor do they generate, necessity. So stipulation, as in making rules, is not
what analyticity is all about.

Al so, Ashley cites Harvey's syllogismas an exanple of denmonstration in
sci ence. But the first prem se, "Whatever fluid ...... circulates" is not a
necessary or self-evident truth; it is just a verbal defintion of the word
"circul ates. "

Logic, formal systems, Frege, existence, 4-23-93

Supposedly supplying a value for x in Fx, or quantifying over x, gives Fx the
value: true or false. Actually, it only gives "Fx" the value true or false. It
gives Fx (or Fa), without the quotation marks, the value of existing or not

exi sting, or some other value than true. Maybe existence is not the appropriate
way to describe the val ue. But if it is not, that only provides further evidence
for the inappropriateness of the metaphor of considering a proposition a function
of an argument. We cannot even name the value that the function Fx takes. And it
shoul d be Fx, not "Fx" that takes a value, since whatever value "Fx" has will
depend on, as deriving from the value Fx has, ie., what is expressed by "Fx."

Mat h abstraction, logic, formal systems, phil abstraction, 2-20-93 BIG

In math and | ogic, "abstraction" means, among other things perhaps, |eaving aside
the content of a termof a relation and viewing the termsolely as termof a

rel ation, and not as having any other content, i.e., no other content than as term
of relations conceived as pure relations, relations that thenselves do not have a
content beyond that of being ways things other tham themsel ves, things, whose

content is left out, are rel ated. In phil osophy, we recognize that things are
material relations and terms of material relations, but these terms are not
concei ved as pure ternms having no other content. And where math and | ogic view

the relations as pure relations, not primarily as entities that are more than
relations, the objects of philosophy are precisely viewed as objects that are nmore
than relations, objects with a content making them nore than relations, which
content is precisely not to be abstracted from on pain of intellectual failure.

W ttgenstein and Maritain, 2-15-93

For publication, make the first section into a separate article: Truth and Logic
in Wttgenstein and Maritain, and use the article to do a bottomup definition of
|l ogical relations and, hence, logic according to M Note the alternative to the
"Laws of thought/abstract objects" dichotony; note that formal method is an

i ndi spensable tool, like math in physics, but only a tool, like math in physics.
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Logic, Formal Systems, Entail ment, 2-9-93

In defining a necessacy causal relation, | use a contrary-to-fact conditional: I f
X exists and Y does not exist, X both is and is not what it is. Does this put ne
in the paradoxes of material inplication, i.e., that a conditional is always true
as long as the antecedent is false? No because the conditional would be material -
ly true if the antecedent were false and consequent was false. But | am claimng

that the consequent, that X both is and not is, nust be true when the antecedent
is false. Of course, that claimhas to be justified. Even more fundanentally,
can | say what that claim means without getting into material inplication, since
the claimuses a counterfactual ?

What the claim means is that fromthe prem se that X exists and Y does not
exist, together with other true premses, it follows by the |aws of |ogica that X

both is and is not. For that is what has be shown to defend the claim i.e., that
the opponent cannot avoid the conclusion that X both is and is not, where "cannot"
refers to prem ses the opponent wi shes to hold true and to the |aws of | ogic. In
order to say this, do | have to be referring to the laws of |ogic other than
material inplication? No, | amspecifically referring to the case where the

consequent is shown true, so | mean whatever |aws get the consequence that the
consequent is true, whereas material inplication does not determ ne whether the
consequent is true or false. Certainly, the burden of proof is on the one who
makes such a claim but if he cannot carry that burden, the fault is in his
argument, not in his use of material inplication per_se

But notice that there seemto be those in philosophy who would i nmedi ately
junmp on the occurence of the counterfactual to criticize nmy position, for that
reason, as being "scientifically disreputable.” (The reference to science is |ike
Frege saying that arithmetic totters, not that his theory of arithmetic totters;
counterfactuals are disreputable by some theory of science. Science needs
di spositions, tendencies, as Simon argues in Prevoir.) This only shows that they
do not take the tinme to think about what their opponent is claimng.

Al so, the "laws of logic" are supposed to be independent of the truth-value
of the prem ses; they are supposed to say "If the prem ses are true, this conclu-
sion is also true." Truth functional |ogic may appear to go against the spirit of
this, but a truth-function, e.g., p V q, only enters logic as a prem se that is
itself assumed to be true, even though no assunption is nmade with respect to which
its conmponents is true. The same goes for p -> . What nmakes that fornul a
interesting and useful as a logical tool is that we can assune it to be true,
wi t hout needing to know whether p or q is true. So the usefulness of inmplication
defined materially sinply says nothing at all against the fact that |ogic concerns
entail ments in which the conclusion nust be true if the prem ses are true
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Sure, the relations exenplified by the formulas of a formal system are not
specifically cognitional, but they are applicable to cognitional relations, just
as mathematical relations are applicable to physical quantities.

But how far and under what conditions and with what restrictions are they
applicabl e?

The fornulas of formal systems are designed to represent certain |ogical
relations, to nodel certain logical relations, to signify certain logical rela-
tions or logical structures, i.e., sets of logical relations. But notice that ny
critique of the denonstration that anything follows from contradiction does not
say that one could not have a formal system that had the | aw of disjunctive

syllogism but did not have the | aw of contradiction. It would be interesting,
even inmportant, if a systemthat denied contradiction could not have disjunctive
syl logism But ny criticismis different. Wthout knowing in advance what is or
is not true of formal systems, | know that if contradictions are permtted,

di sjunctive syllogismcannot do the logical work it is supposed to do; | know that
di sjunctive syllogism presupposes noncontradiction in the sense that, if contra-

dictions can be true, the |law of disjunctive syllogismis not true

Al so, how did that system of strict inplication that Prior refers to keep
di sjunctive syllogismout? By fiat? Or by deduction, e.g., fromthe denial of
the | aw of noncontradiction?

Not | aws of thought, |aws of objects of thought. But the objects are
physical realities. Yes, but laws pertaining to themin their role of being
objects, laws of themin their value as being objects. Laws of relations pertain-
ing to themin their role of being objects.

My explanation of logical relations, ny description of logical relations, is
meant to show why sonme truths are necessary and why we cannot not know sone
|l ogical relations when we know truths about things, including showing that we do
not and cannot need criteria for identifying singular instances of these relations
to know | ogical truths.

In the Tractatus, Wttgenstein asks a question about there being a 27-termed
relation. Why would anyone, |ike Poinsot, think relations can only be two termed?
What unexpressed assunptions are behind these conflicting approaches to relations?
Poi nsot woul d not countenance a 27-termed relation because the being of a relation
is causally subordinate to the being of a thing in which it resides and which the
rel ation, because the relation resides in it, links to sonme other thing. (But
woul dn't Poinsot say there could be one simlarity relation to nmultiple things?)
When we say "aRbcd," however, the relation, designated by R, has a different
status in our objectifications (not necessarily in our affirmations about reali-

ty). In our objectifications, it is not causally subordinate to a, b, c, or d.
It, the relation, is instead our theme; it is formal; it is specifying of our
cognitional act. Logically, i.e., in our objectifications, what ontologically are

not relations are objectified relationally. Values that do not have the ontol ogi-
cal status of relations inhering in subjects in reality, are objectified by
linking things, like a, b, ¢, and d, relationally. But in doing so, we do not
objectify it as if it were causally subordinate to the subject in which it exists.
That subordination is signfied by explicit affirmati ons about the ontol ogica
status of relations; it is not signified by the logical way in which relations are
objectified or in which nonrelations are objectified relationally. Rat her than
logically signifying them as subordi nate, we nake that which we objectify relatio-
nally a something to be discussed and analyzed in its own right; we make it the
"subject"; we do not make it subordinate to some other subject.

Maybe some of the problens we consider problems "in" logic are really
probl ems created by the limtation of a method used in doing logic, a problemwith
a tool, not with subject matter to which we apply a tool. For exanple, Russell's
problems with sets may be of this kind.
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9-3-92
Ent ai | ment and Logic

Title: An Enpirical Discovery Concerning Entailment. | have discovered a case in
which the truth of a prem se or prenm ses renders the truth of a concl usion
necessary because of a relation or connection between the prem ses and the

concl usi on. It is no objection that | have not provided a criterion by which

can unfailing determ ne whether this situation holds when confronted with other
cases. The discovery of a case in which there is an exponent for which the

pyt hagorean relation holds in this case, e.g, 22 + 32 = 52, does not require me to
know whether it ever holds for any other squares, much |less for any other expo-
nents.

Using rules of substitution may justify substituting p and -p, but doing so
violates rules of "logic." | can elimnate the word "Logic" and other apparently
implied knowl edge claims (for exanple, the apparent claimthat | have a definition
of "logic"). Substituting p and -p violates a |law of truth. It renders the
substitution untrue, but it does nore than that. It takes a way ny reason for
believing the truth of the rules of inference |I would need to draw other concl u-
sions. The reason | believe | can use those rules of inference is that | believe
the assertion that such and such a rule yields a valid conclusion is necessarily
true, that is, | believe its opposite would be contradictory. And contradictions
cannot be true.

As illustrated by what happens when | follow an apparently innocent rule of
substitution here, formal nmethods are only a method for doing logic. They are the
most powerful, useful, and extensible method yet found, but they are only a

met hod. The reason they are a useful method is that we can perceive sonme sort of

"connection," "correlation,” "link," "simlarity," "translation," etc. between the
rules and prem ses of formal systems and the "laws of logic," whatever that m ght
mean. I do not need to know what that means; nor do | need to be able to make
more specific what "correlation,” etc. mean here. For all | need to know is that
some sort of link between the rules and something else (which | happen to cal

"laws of logic") is broken when | substitute contradiction. Wen | do that,

somet hing that was there all along is no |longer there. I do not have to know
conpl etely what that something, a relation to X, is. Rather, | now have suffi-
cient know edge to notivate me to wonder further what that something is. But I am

not guaranteed, nor need | be, of any success in finding out further what X and
this relation to it are.

We must not confuse method with content, the content we are interested in when it
comes to questions of truth and valid inference
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Logic - BIG
6-14-91

Knowi ng the | aws of |ogic does not consist of knowing that a step in a formal
system satisfies the rules or is valid in the system any nmore than knowi ng the

|l aws of |l ogic consists of knowing the laws of math or sciences, or that a particu-
lar invididual satisfies those |aws. In math, science, as well as formal systens,
we USE |logic to make valid derivations. That does not make know edge of math or
science or fomal systenms know edge of logic. Machines can nmake substitutions in
formal systems, but that is not the same as AWARENESS that the substitution is an
instance of the rule covering substitutions. That awareness is grasping an

indi vidual as an instance of a universal. Can that grasp be explained ex-
tentionally. The extensionalist starts with a predicate, a mark, and a nunmber of
i ndi vi dual s. He says that the meaning of the predicate consists of its extention-
al mapping to all of the individuals. Now we nmove back from the domain of the
individuals to the domain of the predicates, i.e., |language. At that level we say
t hat understanding the logical relations embedded in | anguage consists of recog-
ni zi ng individual cases as satisfying rules. But is the neaning of the rules the
extentional mapping of the rules to the invidual cases? Then we are

exppl aing the nmeaning of the rules by the individual instances and our awareness
of the meaning of the rules by our awareness of the individual instances, rather

t han expl aining our understanding of the instance by the fact that we grasp it as
an instance of a rule.

I nduction, probability, logic, logical know edge, Feb. 14, 95 BIG

I discover a new mathematical or |ogical proof today. If it is short enough, then
at the time that | discover it, | knowits validity and the truth of its conclu-
sion. The next day | may wonder whether it really was a proof, so | go through it
agai n. Now, | again have know edge of its validity and of the truth of its
concl usi on.

At some point, | will acquire another kind of know edge. I will know that
it is unreasonable to believe that yesterday and the days before | did not have
knowl edge of the validity of the proof and the truth of its conclusion. At some

point, | will know that it would be pathological not to believe that yesterday and
the days before | had that mathematical or |ogical know edge. I do not have to be
able to say when this other kind of know edge began, however. That is, | need not
be able to say when the point in question was reached

But before that point, there is still another kind of know edge possible.
I can know that it is probable that | had that mathematical or |ogical know edge
the day before. That is, | can have certitude, caused by awareness of sufficient
evidence, that it is nore likely than not the |I had that mathematical or | ogica
knowl edge yesterday and the days before. And as time goes on, | can have certi-

tude that the likelihood of that know edge having occurred has increased. And
can have know edge that, as far as the evidence of which | am aware is concerned,
even though I know there nmy be contray evidence of which I am not aware, it is
more |likely than not, and more likely today than before, that the math or | ogica
knowl edge in question occurred.

This certitude can be caused by awareness of causal factors, i.e., causes
and effects, whose existence makes the occurrence of the know edge in question (M
more probable. This kind of evidence, and the awareness of it, is strictly
conmparable to the evidence that, if | flipped a coin a thousand times yesterday,
the results are nmore probably close to fifty-fifty than to, say, eighty-twenty.
In both cases, it is awareness of sufficient causal factors that causes ny
certitude.

And as nmy certitude of the probability of M grows, another kind of subjec-
tive certitude can grow. I can believe more and nore strongly that M actually did
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occur. Per haps "probable" and its cognates can be used with reference to this
subj ective certitude. But the probability described in the previous two para-
graphs is probability as part of the content of the object of my subjective state.
It is objective probability.

That our certitude of that objective probability is subject to the same kind
of evidence as any induction is and does not add anything to the probl em of

i nducti on. I can have certitude caused by evidence sufficient to exclude the
opposite fromtruth that some non-probableistic proposition is true, e.g., that
all water boils at 100 degrees centigrade. Or | can have certitude caused by

evidence sufficient to exclude the opposite fromtruth that some probablistic
proposition is true, e.g., that it is more likely than not that M occurred
yesterday and that the |likelyhood of Ms having occurred the day before has grown.
But is it the objective probability that grows or the subjective? Does the
probability of the coin flip being fifty-fifty change, or ny judgment of it? The
probability of the coin result grows (changes) relative to the evidence. That
is, as | acquire new knowl edge as to how many times the coin was flipped,
acquire know edge of a new proposition as to how likely the fifty-fifty result
was. Simlarly, as each day passes, the causal conditions making it likely that M
occurred on the previous days increase. M awareness of the newly increased
causal conditions is sufficient to cause certitude of thet ruth of the proposition
that the likelyhood of Ms occurrence has increased.
If I check the proof successfully for twenty days, the causal factors
contradicting the chance of M s not having occurred increase

Jun. 11, 96 Big

Maybe this is the way to put it: We can know that "p" is sufficiently justified
by evidence that it is unreasonable not to believe it or to believe that "-p"
This formula distinguishes the concept of justification fromthat of being
reasonabl e, but at the same time it relates themin a way that avoids having to
get into justification to this degree or that.

Logic, Logical relations, Sep. 11, 94

Gewirth, p. 279 ff., refers to "specification" as a logical relation distinct from
deduction for relating the truth value of propositions. He offers no expl anati on,
as if he expects his readers to be famliar with the concept.

Noncontradi ction, Quine, Putnam logic, truth, etc.

Belief in the necessary truth of the principle of noncontradiction is not a matter
of making an unwarranted prediction about what future science will or will not

tell wus. It is a matter of our now knowi ng what we are saying when we use

negati ves. If we do not now know that the cat's being on the mat" excludes the
cat's not being on the mat, we do not know what we are saying when now we say that
the cat is not on the mat. Certainly, negative terns can acquire different uses
in the future, but those very differences would prevent them from being revisions
of what we now nmean to say when we assert the principle of noncontradiction. (You
can't know you are saying what you do say now by using negatives.)

If I know what | am saying when | say that the principle of noncontradiction is
not true, | should say that it is not true and true.

Logic, Nov. 20, 1992
In calculational logic, a "proof" is a string of marks such that each subsequent

line . . . . Carnap seens to have wanted a definition like that for |ogica
truth, i.e., a string of marks satisfying a definition that refers solely to
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properties of the marks as marks. So you can use the failure of Carnap's defini-
tion of logical truth against the orthographic concept of proof (and vice versa)
and hence against the concept of "logic" that depends on this concept of proof.
We know | ogical truths are true the same way we know proofs are valid proofs, by
awareness of logical relations to terns other than these rel ations.
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LTA, analytic truth, necessary truth, Dec. 2, 94 BIG

The difference between "Bachelors are unmarried men" and "Tully is Cicero." In
the second, there is only the contingent, |exicological relation differentiating
obj ects. In the first, in addition to the lexicological relations, there is the
fact that each of the lexicological parts is associated with a word-function that
has a logical relation to the word-function of "bachelor," a logical relation
meki ng the identity necessary. So knowi ng that bachelors are unmarried men is not
li ke knowing that Tully is Cicero.

Both "man" and "unmarried" are logically included in the word-function of
"bachel or."

Necessary truth, self-evidence, LTA, logical and lingusitic relations, short book,
Sep. 18, 94 BIG, Big

The difference between "Tully is Cicero" and "Every bachelor is an adult, unmar-

ried, male." In "T is C" the diverse objectification consists solely of contin-
gent |l exicological relations; so the identity of objects is necessary but not
knowably necessary, i.e., not self-evident. In "Every B is an a, u, n' there are
di verse contingent, |exicological relations. But each of the |exicological units
has a word-function with logical relations to the word-function of bachelor (a
logical relation other than identity itself, as in "T is C'. Such identity is not
sufficient for self-evidence, the question is howis the necessary identity
known?) . Each of the lexicological units has a logical relation to the word-

function of bachelor such that famliarity with each of the word-functions makes
it impossible not to know that the identity of the things objectified by the word-
functions is necessary by virtue of those logical relations.

Put nam 1-23-93

Title: "Putnam and Classical Realism" Use P's reference to "since the 17th
century to justify the reference to "classical.”" Send to Review of Meta and ask
Jude, after it is accepted, if | can revise it based on P's own input.

State that it can appear that the burden of proof is fully on the person who
claims there are ontol ogical, regulative, necessary truths. In one sense, the
burden of proof is there, and | fully accept it (even if other classical realists
shun it). But in another sense, it is enough to hypothesize that change needs a

cause. What makes this sufficient is that we can give a cash value to that
hypothesis: it amounts to the hypothesis that change is a relation of dependence
(as in the disposition is not distinct fromthe ground).

Rel ate classical realismto the 4 points of internal realismthat P gave in
cl ass. Especially point out that there is nmore than one way for thoughts to
conformto reality and that there need by neither a fixed nunmber of "objects" or a

fixed "kind" of object. Ontologically there are substance and accident, but we
may not, and probably do not, know how many. And the ontol ogical cut does not
tell us how to take the enpiriological cut. And even ontologically, there are

different cuts in the sense that there is also the cut between causes and effects,
created and uncreated, infinite and finite, material and i nmaterial, knowi ng and
nonknowi ng, one and many, etc., etc. There are also degrees of know edge, etc.
This title, by being broader than "The Meaning of 'The Meani ng of Meaning',"
(which could be a subtitle within the whole) could even give you a chance to talk

about logic, i.e., in addition to the sacrilization of logic (which has al ways
been around) there is a sacrilization of a tool of logic.

In conversation, P said words to the effect that, although there is much
more to say about existence, nothing that we will add will contradict the state-
ment that the function of "exists" is logical. | say it is, and can be, no nmore
logical than "red," "round," "two-legged," etc. But what is at stake in saying

that the function of exists in not logical? MWhat is the cash value of saying
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t hat ?

What is at stake is achieving the goal of philosophy and of epistenology in
particul ar. Epi st enol ogy eval uates, states what goal is achieved by theories,
states of consciousness, sentences, names, inductions, etc. To understand the
goal of | anguage and awareness, we need to see that we use "exists" for a non-
|l ogi cal value? What value? For the causal condition that enables things to be
the cause of the truth of our sentences, the causal condiition that constitutes
the goal of our use of sentences. This is not a definition of "exists," because
to define "cause" | would have to use "exists." But it is a true statenent about
"exists." Since know edge of what exists is the goal of awareness and | anguage,
to evaluate awareness and | anguage, we need to recogni ze and use the non-Ilogica
sense of "exists.

The alternative is to evaluate success in terns of sensibly distinguishable
characteristics, whether understood as attri butes of experience or of physica
t hi ngs. But sensible distinguishable characteristics are the means by which we
become aware of what exists and of the natures of what exists. To evaluate in
terms of themrather than in terns of the goal of knowi ng what exists is to
measure success in terms of the means, not the end. The reason they are only
means and not ends is that in their state as objects of sense experience, as
opposed to their state as objects of imagination, sensible characteristics are
known as characteristics of the action of the environment on us. Because we are
aware of them as the action of the environment on us, we are non-inferentially
aware of the existence of the environment acting on us in the sane state of
awar eness.

The objecetion that hallucinations appear to be as really existing as do the
obj ects of genuine perceptions bring up another equally inportant reason why we
need to know that the value for which we use "exists" is nonlogical. W need to
use inductive reasoning to distinguish genuine perceptions from hal ul uci nati ons.
To understand both how inductive is rationally justifiable and why the use of
inductive reasoning does not lead to an inferential theory of perception, we need
to know necessarily true causal principles. Knowi ng the necessary truth of those
principles requires the use of "exists" for the value by which objects of genuine
perceptions, as opposed to objects of mere imagination, hallucination, or concep-
tion,
frommerely being objects of that form of consci ousness.

To claimthat we have no right to say that the science of the future will
not causes us to revise the principle of noncontradiction (or the principle that a
change happening to something would not exist without the thing to which it
happens) is to say this: that which the science of the future may tell us about
what things are will be that things are not what they are; that which the science
of the future will discover about what things are will require that things are not
what they are. In other words, to claimthat nowis to inmply a contradiction now;
so we nmust give up noncontradiction now, i.e., believe that negation is and is not
negati on now.

In Representation and Reality, P says Rorty gives up reference. Not really.
So that statement of P's can be used as an entree for a discussion mnimzing the
i mportance of "reference" but not of extension, which Rorty certainly does not
deny. Other statenments of P's provide openings. The first chapter of RWHF says
Kant first posed phil questions as they should be posed. Well, classical realism
has answers to those questions that have not been tried, even though classica
realismdid not start off by asking its questions in the same way. The |aziness
of Thom sts explains why classical realisns answers are not better known. Also,
in either "Meaning Holism' or Representation and Reality, and perhaps in both
pl aces, P explicitly says he is tal king about the theory of nmental representations
we have received fromthe 17th century!

Use the quote about Kant being the first to properly fornmulate the questions
as an excuse to bring in the common assunption of rationalismand enpiricism
which P may not have |ooked at in that way; for K's question arises, ultimtely,
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fromthat common assunption.

I do not know whether the universe is one substance. But | am aware of
model s of arguments which, if valid, would show, for instance, that each human
being is a substance. Is the existence of such nodels sufficient to found the
concept of truth? It should be. MWhat if |I amconvinced for a long tine by a
proof that each human being is a substance? Then, | at |east believe that the
assertion that each human being is a substance is either true or false. But now,
what if |I find a flaw in the proof. Does "each human being is a substance" cease
being either true or false? At that rate, nothing would become true until someone
knows that it is true. But don't make a big deal out of the anti-realist concept
of truth; not that much of what you need to say hangs on it. Draw the battle |ine
el sewhere.
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